
On-again/off-again dating relationships: How are

they different from other dating relationships?
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Abstract
This article explores the understudied yet prevalent phenomenon of on-again/off-again (on-off) dating relationships.

Study 1 (N ¼ 445 U.S. college students) showed that almost two thirds of participants had experienced an on-off

relationship. Analyses of open-ended responses about relationship experiences showed on-off partners were less likely to

report positives (e.g., love and understanding from partners) and more likely to report negatives (e.g., communication

problems, uncertainty) than partners who had not broken up and renewed. Study 2 (N ¼ 236), employing quantitative

measures, substantiated these findings and further showed a greater number of renewals was associated with greater

negatives and fewer positives. Results highlight the need for further investigation regarding on-off relationships, and

theories potentially useful in explaining these relationships are discussed.

A great deal of research focuses on the progres-

sion of romantic relationships (for a review, see

Surra, Gray, Boettcher, Cottle, & West, 2006).

Researchers focusing on the progression of

romantic relationships, however, tend to con-

ceptualize these relationships as developing,

stable, or dissolved. More simply, although

various conceptualizations of relational stabil-

ity exist, researchers typically operationalize

stability in dating relationships as a dichoto-

mous variable: Relationships are categorized

as either intact or terminated (Agnew, Arriaga,

& Goodfriend, 2006; Karney, Bradbury, &

Johnson, 1999). Yet, in reality, many couples

may dissolve their relationships but later rec-

oncile, often cycling through the breakup and

renewal process several times. Hence, rela-

tional stability is likely more complex than

currently defined.

Although similar phenomena such as

marrying the same partner more than once

have received scholarly attention (e.g., Brody,

Neubaum, & Forehand, 1988), dating relation-

ships typically referred to as ‘‘on-again/

off-again’’ (on-off) have yet to be incorporated

into relational research or theories of relational

development, stability, and dissolution. It is

important to understand these relationships, as

they may require a different model to describe

and explain their relationship progression. In

addition, an examination of on-off relation-

ships may provide additional insights into

what factors predict long-term stability as well

as permanent dissolution for all dating rela-

tionships. There are practical reasons to exam-

ine on-off relationships as well. For example,

breakups are distressing, particularly when

commitment, satisfaction, and closeness are

high and when perceptions of alternative part-

ners and controllability of the dissolution are

low (Frazier & Cook, 1993; Simpson, 1987;
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Sprecher, Felmlee, Metts, Fehr, & Vanni,

1998). Multiple breakups within one relation-

ship may exacerbate this stress, and the anxi-

eties or uncertainties breakups create may

affect subsequent stages of the relationship.

Partners in on-off relationships may also expe-

rience unique stressors that are important

to consider in terms of their relationship expe-

riences and mental health. Hence, understand-

ing these relationships offers refinements in

the conceptualization of relational stability,

greater precision in theoretical models of

romantic relationships, and practical insights

related to on-off relationships as well as dating

relationships in general.

Previous studies have found tangentially

that on-off relationships do occur (e.g., Baxter

& Bullis, 1986; Cupach & Metts, 2002; Davis,

Ace, & Andra, 2000; Kirkpatrick & Hazan,

1994; Langhinrichsen-Rohling, Palarea, Cohen,

& Rohling, 2000) with prevalence ranging

from 3% to 40%. A few studies have examined

strategies partners use to reconcile dating rela-

tionships (i.e., Bevan, Cameron, & Dillow,

2003; Patterson & O’Hair, 1992), and a recent

qualitative analysis explored on-off partners’

reasons for breakups and renewals (Dailey,

Rossetto, Pfiester, & Surra, in press). Research,

however, has not explicitly examined how on-

off relationships may differ from those that do

not break up and renew.

The purpose of this study was thus to obtain

a broad overview of on-off relationships to iden-

tify relational theories that may be most useful

in explaining these relationships. In addition to

obtaining descriptive information about on-off

relationships (i.e., prevalence, average number

of renewals, lengths of stages of being together

and apart), our goal was to assess whether on-

off partners reported different relational experi-

ences than partners whose relationships have

not broken up and renewed. To be com-

prehensive, our working definition of on-off

relationships encompasses committed, dating

relationships that have broken up and renewed

at least once. For the purposes of this article, we

label relationships that have not renewed as

noncyclical, including those that have never

broken up and those that have permanently

ended after one breakup. Although all relation-

ships have fluctuations and cycles, we define

cycle as including both an ‘‘on’’ and ‘‘off’’ stage,

and thus use the term noncyclical only to indi-

cate that a relationship has not entered a second

cycle (i.e., experienced a renewal).

To compare on-off and noncyclical rela-

tionships at the point in which they are likely

most similar, we focused on the initial stage of

relationships as well as partners’ first or only

breakup. If differences emerge between rela-

tionship types, this not only shows on-off rela-

tionships warrant more research but provides

a heuristic springboard for theoretical investi-

gations of these relationships and the nature of

relational instability more generally.

Relational development

As in all dating relationships, couples in on-off

relationships must go through an initial pro-

cess of relational development. Research has

found several factors that facilitate relational

development such as physical attractiveness

(Sprecher, 1989; Walster, Aronson, Abrahams,

& Rottman, 1966) and similarity (e.g., Byrne,

1997) as well as the partner’s social compe-

tence (Krueger & Caspi, 1993), warmth and

kindness (Sprecher, 1998), and ability to pro-

vide greater security (Latty-Mann & Davis,

1996). Beyond initiating the relationship,

models of relationship development (e.g.,

Altman & Taylor, 1973; Knapp & Vangelisti,

2005) characterize the initial stages of rela-

tionships as entailing increasing amounts of

self-disclosure and intimacy as well as increas-

ingly personal, flexible, and spontaneous

communication.

Based on this research, factors considered

positive in the initial stage of relationships

may include having similar interests, the part-

ner’s physical attractiveness, having a sense of

security, or getting to know the partner. On-off

partners, however, may report positive aspects

that differ quantitatively or qualitatively. In

addition, although the focus in research on pos-

itive factors of relational development is intui-

tive given that individuals do not typically

initiate relationships that are not rewarding

(see Thibaut & Kelley, 1959), factors distin-

guishing on-off relationships also may emerge

as initial negative aspects or costs. For example,

factors considered negative in the initial stage
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of relationships may include not enough time

spent together, unpredictability of the partner’s

behavior, or uncertainty about the status of the

relationship. Again, on-off partners may note

different types or different frequencies of initial

negative aspects than noncyclical partners.

Thus, our first and second research questions

address whether on-off partners’ reports of ini-

tial positive, as well as negative, factors differ

from noncyclical partners’ reports.

Relational dissolution

Research on romantic relationships has also

examined the process of relational dissolution.

Building on extant knowledge, we were inter-

ested in discerning whether on-off partners

have different reasons for dissolving their rela-

tionships, use different strategies to dissolve

their relationships, or have different percep-

tions of the breakups as compared to partners

who permanently end their relationships.

Reasons for dissolution

Interdependence theories (Rusbult & Buunk,

1993; Thibaut & Kelley, 1959) generally sug-

gest individuals terminate their relationships

when they perceive better alternatives, fewer

investments, and lower outcomes than they

believe they deserve. Research has also

examined specific reasons leading to relational

dissolution. Although differences exist, the

various typologies regarding reasons for disso-

lution share similar factors such as problems in

communicating, negative attributes of part-

ners, partners wanting more independence,

exploring alternative partners, and external

factors such as disapproval from family or

friends and work schedules (cf. Baxter, 1986;

Cupach & Metts, 1986; Dailey et al., in press;

Felmlee, Sprecher, & Bassin, 1990; Hill,

Rubin,&Peplau, 1976;Sprecher, 1994;Stephen,

1987). Unknown, however, is whether part-

ners from on-off relationships report similar

prevalence rates of these reasons, and further-

more, whether they report unique reasons

for dissolution. For example, on-off partners

may report needing a break from the relation-

ship to work on personal or relational diffi-

culties. Hence, our third research question

pertains to whether partners from on-off

relationships report different reasons for

dissolution than partners from permanently

ended relationships.

Dissolution interactions

In research assessing strategies used to dis-

engage from relationships, several studies

have found strategies including withdrawal/

avoidance, de-escalation, justification, posi-

tive tone, and negative identity management

(Baxter, 1982, 1984; Cody, 1982; for an

overview of strategies, see also Guerrero,

Andersen, & Afifi, 2007). One factor that

may be related to renewals is the strategy used

to dissolve the relationship. Perhaps on-off

partners use more indirect strategies such as

pseudo de-escalation, a strategy that proposes

reducing the intimacy in the relationship

(e.g., ‘‘Let’s just be friends’’; ‘‘Let’s take

a break’’; see Baxter, 1985). Partners may

employ strategies such as this when they fully

intend to terminate the relationship or when

they truly want to take a break and leave the

possibility of renewing open. Regardless,

more indirect strategies may create confusion

for the rejected partner regarding relational

status. Indeed, Baxter (1984) found only 22%

of partners experiencing an indirect dissolu-

tion strategy perceived that the relationship

had been terminated.

Hence, the dissolution strategies used may,

in part, explain Dailey and colleagues’ (in

press) finding in their qualitative analysis that

on-off partners often had uncertainty regarding

their relational status. Relational uncertainty,

defined by Knobloch and Solomon (1999) as

the ‘‘degree of confidence people have in their

perceptions of involvements within close rela-

tionships’’ (p. 264) is positively related to

topic avoidance, particularly when talking

about the state of the relationship (Afifi &

Burgoon, 1998; Knobloch & Carpenter-

Theune, 2004). Knobloch and Solomon

(2005) also argued that relational uncertainty

generally hinders partners’ ability to process

relational information. As such, on-off cou-

ples may be particularly uncertain about rela-

tional status after interactions that potentially

signify breakups. Thus, we included addi-

tional research questions addressing whether

on-off partners and noncyclical partners who
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have permanently ended their relationships use

different dissolution strategies (fourth research

question) and have different perceptions about

their relational status following dissolution

interactions (fifth research question).

Dissolution initiation

Research on relational dissolution shows that

most breakups are unilateral; typically 20% or

less of respondents report their breakups were

mutual (e.g., Hill et al., 1976; Sprecher, 1994;

Sprecher et al., 1998). Although this research

suggests a low prevalence of mutual dissolu-

tions overall, on-off relationships perhaps

exhibit an even lower frequency of mutual

breakups than other relationships, which may

be a reason for reconciliation. Specifically,

one partner whowishes to continue the relation-

ship may instigate some renewals and make

reconciliation attempts after the breakup. In

support of this, Cupach and Metts (2002)

found that partners were more persistent in

reconciliation attempts when dissolutions

were unilateral. Furthermore, two thirds of

Patterson and O’Hair’s (1992) participants

reported using unilateral strategies to reconcile

the relationship. Thus, our final research ques-

tion addresses potential differences in dissolu-

tion initiation between partners from on-off

and permanently terminated relationships

(sixth research question).

The current study thus aims to provide

a descriptive understanding of on-off relation-

ships and a broad assessment of how these

relationships differ from noncyclical relation-

ships. This information will reveal specific

relational theories that may best aid in explain-

ing the multiple transitions as well as partners’

experiences in these relationships.

Study 1

Method

Participants

A total of 445 college students from a large

Southwestern university in the United States

received extra credit in communication

courses for completing an online survey

regarding dating relationships. Two thirds of

the sample were female (n ¼ 289, 64.9%), and

participants ranged in age from 18 to 47 (M ¼
19.74, SD ¼ 2.86). A little more than half of

the sample were Caucasian (n ¼ 245, 55.1%),

88 (19.8%) were Asian or Pacific Islander, 55

(12.4%) were Hispanic or Latino/Latina, 29

(6.5%) were African American or Black, 26

(5.8%) indicated other or multiple ethnicities,

and 2 declined to report ethnicity. Most indi-

viduals reported on heterosexual relationships

(96.7%). A younger sample was appropriate

for the current analysis, as Kalish (1997) found

that most rekindled relationships (i.e., recon-

ciling after 5 or more years) initially started

before partners were 22 years of age; hence,

many on-off relationships may occur when

individuals are young adults. Furthermore,

on-off relationships may be particularly

prevalent in college student samples. Students

may perceive they have access to more alter-

native partners, which may facilitate breakups

(see Thibaut & Kelley, 1959); furthermore,

because they are typically part of the same

community for several years, they have more

opportunities for postdissolution contact,

which may facilitate renewals.

Procedures

We provided a secure survey link to interested

participants through e-mail. The first page of

the survey provided consent information. An

initial question asked participants if they had

experienced an on-off relationship:

Were you ever, or are you currently,

involved in a committed dating relationship

that was ‘‘on-again/off-again’’? In other

words, were you or are you in a committed

dating relationship where you broke up and

got back together at least once?

Because previous research does not offer

a clear definition of breakups (see Agnew

et al., 2006), we allowed participants to self-

define breakups, as well as a renewals, in their

relationships. If participants reported having

experienced an on-off relationship, the survey

asked them to report on their most recent on-

off relationship regardless of when it occurred.

The survey instructed those who had not expe-

rienced an on-off relationship to report on their

current or most recent romantic relationship.
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Based on a relationship status question, 90

on-off participants were currently dating

(hereafter labeled current on-off partners)

and 183 were not currently dating (hereafter

labeled past on-off partners). Of those who

had not experienced an on-off relationship,

61 were currently dating (hereafter labeled

current noncyclical) and 58 were not currently

dating (hereafter labeled past noncyclical). A

group of 53 individuals indicated not having

had a committed romantic relationship and

completed sections of the survey pertaining

to a nondating topic. We excluded these indi-

viduals from the analyses with the exception of

assessing the prevalence of on-off relation-

ships. Without these individuals, the sample

size was 392. Demographic characteristics of

this smaller sample are highly similar to those

of the full sample.

In addition to asking on-off partners the

number of times they renewed the relationship

and the lengths of their ‘‘on’’ and ‘‘off’’ stages,

the survey included questions about their expe-

riences in up to three phases—a phase including

both an on time and an off time.With the excep-

tion of describing on-off relationships, the cur-

rent article focuses on on-off partners’ reports

of the first phase only, when they are likely

most comparable to noncyclical relationships.

Dailey, Jin, Pfiester, and Beck (2008) report

analyses spanning all three phases.

We asked all participants reporting on

a romantic relationship to indicate the total

length of their relationship (regardless of

whether they had periods in which they were

not dating). We also asked all participants

open-ended questions about the initial positive

and negative aspects of their relationship.

Because on-off and noncyclical relationships

could differ in a diversity of ways, we employed

open-ended questions to allow any potential

differences to emerge rather than isolating

a few aspects through quantitative measures.

In addition, on-off partners and partners who

permanently terminated their relationships

answered open-ended questions regarding

their first or only breakup. Specifically, they

described the breakup interaction and the rea-

sons for the breakup. We also asked partici-

pants who initiated the breakup (self, partner,

mutual) as well as two questions regarding

their perceptions after the breakup (on

a 7-point scale from 1 ¼ not at all to 7 ¼ very

much): ‘‘To what degree were you sure you

were no longer dating?’’ and ‘‘To what degree

did you think you would get back together?’’

We created these items for the purposes of

this study to focus on perceptions of relational

status following a breakup and used single

items to avoid fatigue effects in the larger

survey.

Coding of the open-ended questions

Four of the five authors coded the four open-

ended questions (i.e., initial positive aspects,

initial negative aspects, reasons for dissolu-

tion, and dissolution strategies); two pairs of

coders coded two questions each. Coders

were blind to participants’ relationship type

(i.e., on-off status, relational status).

Although most responses were relatively

short (e.g., contained in a sentence), the first

author unitized longer responses (20.1%

across the questions) into thought units to

allow participants’ responses to reflect multi-

ple ideas. Coders resolved any discrepancies

in how many thought units responses re-

presented through discussion.

Coders independently developed a list of

potential categories based on all of the responses

for each question. Each pair of coders then met

with the first author to create a final coding

scheme for each question. The first author cre-

ated a coding manual and provided it to the

coders along with an electronic coding booklet.

Coders categorized an initial portion of the cod-

ing (approximately 20%) for each question to

calculate preliminary reliability. If reliability

was sufficient, coders completed the coding

for that question. When reliability was insuf-

ficient, coders met to clarify the categories

before coding the entire set of responses. We

assessed reliability through Cohen’s kappa

(j), which corrects for chance. The reliability
estimates for the four questions ranged from

.62 to .73, which indicate acceptable reliabil-

ity (see Banerjee, Capozzoli, McSweeney, &

Sinha, 1999). Coders met a final time to

resolve any differences in the coding.

Initial positive aspects of relationships.

Participants (n¼ 377) reported from one to eight
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initial positive aspects in their relationships

(Mdn and mode ¼ 1.00). Coders categorized

the 653 total aspects into 11 categories

(j ¼ .73) and labeled 14 of these aspects as

miscellaneous. See Table 1 for a list and

description of these categories as well as their

frequencies.

Initial negative aspects of relationships.

Participants (n ¼ 370) listed one to three initial

negative aspects in their relationships (Mdn

and mode ¼ 1.00). Coders categorized the

428 total aspects into six categories and an

additional none/minimal category (j ¼ .72),

and they coded two of the aspects as miscella-

neous. See Table 2 for a list and description of

these categories.

Reasons for dissolution. On-off and past

noncyclical participants also reported the rea-

sons for the first or only breakup (n ¼ 316).

These participants listed from one to four rea-

sons (Mdn and mode ¼ 1.00). Coders catego-

rized the 385 total reasons into 12 categories

(j ¼ .71) and coded one of the reasons as mis-

cellaneous and another as uncodable; four

responses indicated that the participants did

not recall the reason. See Table 3 for the cat-

egories and their frequencies.

Dissolution strategies. Participants’ disso-

lution strategies were largely similar to previ-

ous strategy categorizations; as such, we used

an amalgamation of strategies across typolo-

gies (e.g., Baxter, 1982, 1985; Cody, 1982;

Guerrero et al., 2007) as our coding categories.

We considered participants’ responses as

reflecting only one strategy, and coders cate-

gorized the 321 responses into 10 categories

(j ¼ .62) and labeled 3 of these as miscella-

neous and 3 as uncodable; 1 response indicated

the participant did not recall the strategy used.

See Table 4 for a description and prevalence

of each dissolution strategy.

Preliminary analyses

Because the sample size of past on-off part-

ners (n ¼ 183) was substantially larger than

the other three groups, we took a random sam-

ple of this group (50%) to approximate the

number of current on-off partners (new n ¼T
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92), and we used this sample in all analyses

comparing the relationship types. Preliminary

analyses showed participant sex and age were

related to only a few of the variables included

in the analyses; as such, we did not include

them as controls.1

Results and discussion

Describing on-off relationships

Of the total sample of 445 participants, 61.6%

(n ¼ 274) had experienced an on-off relation-

ship. In other words, in at least one of their

dating relationships they had broken up and

renewed with the same partner. Of these 274,

66 (24.1%) reported they had broken up and

renewed only once, 81 (29.6%) reported renew-

ing twice with the same partner, 59 (22.2%)

reported three, and 64 (23.6%) reported four

or more; 3 participants did not report number

of renewals. Excluding 1 outlier of 30 renewals,

the average number of renewals was 2.77 (SD

¼ 1.81, range ¼ 1–10,Mdn and mode ¼ 2.00),

but the number of renewals did not vary by

whether on-off partners were currently together

or apart, t(176) ¼ 1.25, p ¼ .21.

The length of on-off partners’ first on stage

(n ¼ 265) ranged from 1 week to 42 months

(M ¼ 7.74 months, SD ¼ 7.02, Mdn ¼ 5.00,

mode ¼ 2.00). The second (n ¼ 187) ranged

from 2 days to 48 months (M ¼ 5.61 months,

SD ¼ 6.84, Mdn ¼ 3.00, mode ¼ 1.00), and
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1. Sex was related to the blame game dissolution strategy,
v2(1)¼ 4.03, p ¼ .05; the initial negative aspect unbal-
anced expectations, v2(1) ¼ 4.08, p ¼ .04; the initial
positive aspects excitement/novelty, v2(1) ¼ 11.90,
p , .01; physical attractiveness, v2(1) ¼ 16.60, p ,
.01; and personality, v2(1) ¼ 7.79, p ¼ .01. Females
were more likely to cite these categories with the
exception of partner physical attractiveness. Age was
related to the initial positives of partner physical attrac-
tiveness (r ¼ .13, p ¼ .02) and similarity (r ¼ .13, p ¼
.01), the initial negatives of third-party influences
(r ¼ –.11, p ¼ .04) and unbalanced expectations (r ¼
.16, p , .01), and the dissolution reason of unbalanced
expectations (r ¼ .15, p ¼ .01). Although the age vari-
able was skewed, transformations of this variable
yielded the same results and thus we presented the cor-
relations with the raw data. Because sex and age were
related to only a few of the variables and preliminary
analyses suggested that these variables did not affect
the results of the main analyses, we did not include sex
and age as controls in the analyses.
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the third (n ¼ 71) ranged from 2 days to 72

months (M ¼ 8.80 months, SD ¼ 13.07, Mdn

¼ 4.00, mode ¼ 2.00). The length of the first

off stage (n ¼ 221) ranged from less than 1 day

to 36 months (M ¼ 2.63 months, SD ¼ 4.36,

Mdn and mode ¼ 1.00), and the second (n ¼
93) ranged from less than 1 day to 18 months

(M ¼ 2.17 months, SD ¼ 3.27, Mdn ¼ 1.00,

mode ¼ 2.00).

We employed analyses of variance

(ANOVAs) to compare the lengths of the on-

off and noncyclical relationships. In these

analyses, we excluded outliers in the length

variables (i.e., z scores greater than 3; n ¼ 6)

from the analyses to obtain more normal dis-

tributions. When assessing the length of time

between the initiation of the relationship and

the first (on-off) or only (permanently termi-

nated) breakup, F(2, 219) ¼ 3.22, p ¼ .04,

g2 ¼ .03, post hoc tests showed that current

on-off partners reported a greater length of

time before the breakup (M ¼ 8.17 months,

SD ¼ 6.74) as compared to those from past

noncyclical relationships (M ¼ 5.63, SD ¼
4.44); past on-off relationships (M ¼ 6.86,

SD ¼ 5.37) were not significantly different

from either group. Second, when assessing

the total length of the relationship, F(3, 282)

¼ 26.30, p , .01, g2 ¼ .22, post hoc tests

revealed that current on-off partners reported

a significantly greater length of relationship

(M ¼ 27.34 months, SD ¼ 17.16) than both

past on-off partners (M ¼ 19.95, SD ¼ 14.10)

and current noncyclical relationships (M ¼
18.14, SD ¼ 14.00), and all three of these types

reported significantly greater lengths than past

noncyclical partners (M ¼ 5.63, SD ¼ 4.44).

Comparing on-off and noncyclical partners’

reports of their relational experiences

Research Question 1 pertained to whether the

four relationship types varied in their reports

of initial positive aspects in their relationships.

We conducted separate chi-squares for each

positive aspect category so participants’

responses would not be limited to one aspect

if they reported multiple aspects. Two aspects

showed a significant chi-square value: Current

noncyclical partners reported both love and

communication and understanding more fre-

quently than the other three groups (see

Table 5). Given that positive communication

and responsiveness are hallmarks of satisfying

relationships (e.g., Gottman, 1994; Reis, Clark,

& Holmes, 2004), it is not surprising that cur-

rent partners noted these positive aspects

more than partners who were not together.

Expartners may have more negative views of

their previous relationships due to the negative

interactions and emotions associated with dis-

solutions (e.g., Simpson, 1987; Sprecher et al.,

1998). Reporting negative characteristics may

also save face or provide justification for why

the relationship dissolved (see, e.g., Baxter,

1986; Duck, 1982). The interesting difference,

however, is that even on-off partners who were

currently together cited these positives less

often than current noncyclical partners; current

on-off partners’ reports were equivalent to

those of past on-off partners. This may also

suggest relational status did not bias on-off

partners’ responses.

Research Question 2 pertained to whether

the four relationship types varied in their

reports of initial negative aspects. Separate

chi-square analyses showed that current non-

cyclical partners reported third-party involve-

ment or external factors more frequently than

the other three groups (see Table 5). Hence,

interfering schedules or disapproval by family

members or friends seemed to be an obstacle

for partners in current noncyclical relation-

ships more than the other relationships, includ-

ing on-off partners who were also currently

together. Alternatively, this finding could

indicate that the negative aspects noncyclical

partners experience stem primarily from out-

side forces rather than from factors within the

relationship.

Past noncyclical and both groups of on-off

participants described the reasons for their

first or only breakup (Research Question 3).

Chi-square analyses showed the frequency

of several factors varied by relationship type,

particularly between past noncyclical rela-

tionships and both on-off groups (see Table 5).

Past noncyclical partners reported physical

distance and how the relationship had run its

course more often than did on-off partners. In

contrast, on-off partners noted communication

problems and negative behavior more often

than did past noncyclical partners, although
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the chi-square for negative behavior only

approached significance.

In assessing the association between relation-

ship type and the dissolution strategies

employed (Research Question 4), four strategies

had significant chi-square values and an addi-

tional strategy approached significance (see

Table 5). Based on the percentages, past non-

cyclical partners reported using the negotiated

farewell, fade away, and dating others strategies

more than both groups of on-off partners. In

contrast, both on-off groups reported using the

justifications and pseudo de-escalation strate-

gies more than past noncyclical partners. The

results for the fade-away strategy, however,

are speculative, as the prevalence of the use of

this strategy was relatively low.

We conducted ANOVAs to compare rela-

tionship types in terms of partners’ certainty

that they were no longer dating and perceived

chance of renewal after their first or only

breakup (Research Question 5). For certainty

about relationship status, past noncyclical

partners reported significantly greater cer-

tainty (M ¼ 6.25, SD ¼ 1.22) than both past

on-off partners (M ¼ 5.18, SD ¼ 1.83) and

current on-off partners (M ¼ 5.15, SD ¼
1.81), F(2, 228) ¼ 8.21, p , .01, g2 ¼ .07.

We found similar results for chance of

renewal, F(2, 228) ¼ 24.39, p , .01, g2 ¼
.18; past noncyclical partners (M ¼ 2.89,

SD ¼ 1.48) reported a lower chance of renew-

ing than both past on-off partners (M ¼ 4.33,

SD ¼ 1.43) and current on-off partners (M ¼
4.59, SD ¼ 1.48). Together, these analyses

show on-off partners had more uncertainty

regarding the state of their relationship

after breakups than past noncyclical partners,

even regarding their initial breakup. The sim-

ilarity between the two on-off groups again

suggests relational status was not biasing

their reports.

Analysis of Research Question 6 showed

that reports of who initiated the breakup varied

by relationship type, v2(4) ¼ 25.01, p , .01.

Past noncyclical partners were more likely to

report a mutual decision (43.4% as compared

to 23.5% for past on-off partners and 9.6% for

Table 5. Prevalence of open-ended question categories by relationship type: Study 1

Categories

Past

on-off

(n ¼ 92)

Current

on-off

(n ¼ 90)

Past

noncyclical

(n ¼ 58)

Current

noncyclical

(n ¼ 61) v2

Initial positive aspects

Communication 23.6% 23.3% 21.2% 50.9% 17.59***

Love 2.2% 2.3% 0.0% 8.8% 7.98*

Initial negative aspects

Third party/external 25.3% 20.9% 20.8% 44.6% 11.49*

Dissolution reasons

Physical distance 17.8% 11.9% 34.0% — 10.36***

Communication problems 23.3% 11.9% 5.7% — 9.17***

Negative behavior 14.4% 15.5% 3.8% — 4.73†

Relationship had run its course 5.6% 1.2% 18.9% — 16.01***

Dissolution strategies

Justifications 22.7% 31.0% 9.6% — 8.32*

Negotiated farewell 18.2% 16.7% 34.6% — 7.05*

Pseudo de-escalation 12.5% 8.3% 1.9% — 4.71†

Dating others 2.3% 1.2% 9.6% — 7.33*

Fade away 1.1% 0.0% 5.8% — 6.44*

Note. Only categories with significant differences are reported. Percentages indicate the percentage of respondents from

each group noting the category.
†p , .10. *p , .05. ***p , .001.
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current on-off partners), whereas on-off part-

ners were more likely to report the decision

was their own (51.8% and 62.7% for past and

current on-off partners, respectively, as com-

pared to 26.4% for past noncyclical partners).

Reports that the breakup was the partner’s deci-

sion did not largely vary; past noncyclical part-

ners were slightly more likely to report it was

their partner’s decision (30.2%) than current

(27.7%) and past on-off (24.7%) partners.

Taken together, these analyses generally

show that on-off partners appear to report

lower relational quality in the initial phase of

their relationships as compared to noncyclical

partners. Furthermore, on-off partners tended

to cite different reasons and strategies regard-

ing their first dissolution as compared to non-

cyclical partners’ only dissolution. Hence,

differences emerged even at the points in

which on-off and noncyclical relationships

should be most comparable. In addition, the

current data suggest these differences are not

largely due to whether participants reported

on current or dissolved relationships; on-off

participant responses were largely similar

regardless of their relational status.

Study 2

Study 1 was an essential first step in describing

on-off relationships and how they differ from

noncyclical relationships. Study 1, however,

had several methodological limitations. First,

we asked all participants who had experienced

an on-off relationship to report on an on-off

relationship regardless of when it occurred or

whether it was a current or a previous relation-

ship. This was necessary as we did not know

the prevalence of on-off relationships; if the

prevalence had been low, the sample size of

this relationship type would have needed to be

maximized. Yet, this may have required some

participants to report on a past relationship

they could not recall well, or some may have

chosen an atypical relationship if they had had

more than one on-off relationship. Second, we

could not assess the reliability and validity of

the single-item measures. Third, the coding of

the open-ended questions did not yield high

reliabilities. Moreover, we coded the data using

general categories, whereas identifying specific

characteristics within each category would be

beneficial in further distinguishing on-off rela-

tionships from noncyclical relationships.

Hence, Study 2 addresses these limitations to

substantiate and extend the findings of Study 1.

Because Study 1 revealed a relatively high

prevalence of on-off relationships, we used

a different method in Study 2 to allow a more

fair comparison between on-off and noncycli-

cal relationships. Specifically, we first asked

participants to report on their current or most

recent relationship and subsequently asked

whether this relationship had an on-off nature.

To parallel Study 1, we asked those reporting

on dissolved relationships to provide retro-

spective reports of their experiences while dat-

ing to assess initial positive and negative

aspects of their relationships as well as their

first or only breakup. To extend Study 1, we

asked those currently involved, regardless of

on-off status, to report on their present per-

spectives of their relationships. This allowed

an analysis of whether on-off partners report

differences regarding the current nature of

their relationships as compared to those who

have not experienced a breakup and renewal.

In addition, to substantiate the analyses of

Study 1, we employed quantitative scales to

assess how on-off and noncyclical partners

may differ in reports of positive aspects of rela-

tionships (i.e., love for their partner, validation

from partner, relational satisfaction), negative

aspects of relationships (i.e., conflict ineffec-

tiveness, partner aggressiveness), the role of

external forces, and relational uncertainty. To

further extend Study 1, we conducted a more

sophisticated analysis of the cyclical nature of

relationships; rather than dichotomizing part-

ners into on-off and noncyclical groups, partic-

ipants’ relationships were characterized by the

number of renewals in their relationship.

In addition to the results from Study 1, other

research suggests that greater fluctuations in

relationships are associated with lower rela-

tional quality. For example, Arriaga (2001)

found fluctuations in satisfaction were related

to lower commitment. Surra and Hughes (1997)

also found that couples with more extreme

fluctuations in commitment (i.e., event driven)

reported more conflict and ambivalence as well

as less satisfaction than couples with more
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steady and gradual increases in commitment

(i.e., relationship driven). Thus, given that

a greater number of renewals is likely associ-

ated with less stability and greater tumult in

relationships, we hypothesized that as the num-

ber of renewals increased, partners would report

less relational satisfaction, less love for their

partners, less validation from their partners,

greater aggressiveness from their partner, greater

conflict ineffectiveness, less relational certainty,

and less influence from external forces.

Method

Description of the participants and

procedure

A different sample of 258 college students

from a large Southwestern university in the

United States received extra credit in commu-

nication courses for completing an online sur-

vey regarding their current or most recent

dating relationship. Similar to Study 1, we

excluded a group of individuals (n ¼ 22,

8.5%) who reported not having had a commit-

ted, romantic relationship; the resulting sam-

ple size for the analyses was 236.

Demographic characteristics of this sample

were similar to Study 1. Two thirds of the sam-

ple were female (n ¼ 148; 62.7%). Half of the

sample were Caucasian (n ¼ 119; 50.4%), 55

(23.3%) were Asian or Pacific Islander, 43

(18.2%) were Hispanic or Latino/Latina, 14

(5.9%) were African American or Black, 4

(1.7%) indicated other or multiple ethnicities,

and 1 declined to report ethnicity. Participants

ranged in age from 18 to 34 (M ¼ 19.40, SD ¼
1.78), and most individuals reported on hetero-

sexual relationships (98.3%).

About equal numbers reported on current

and past relationships; 128 (54.2%) were in

a current relationship and 108 (45.8%)

reported on a dissolved relationship. A little

less than half (n ¼ 93, 39.4%) reported that

their relationship (whether current or past) had

an on-off nature. Similar to Study 1, on-off

partners reported an average of 2.53 renewals

in the relationship (SD ¼ 1.65,Mdn ¼ 2, range

¼ 1 to 10), and this did not vary by relationship

status, t(90) ¼ –0.11, p ¼ .92. Overall, 76

(32.2%) reported on a current noncyclical rela-

tionship, 67 (28.4%) reported on a past non-

cyclical relationship, 52 (22.0%) reported on

a current on-off relationship, and 41 (17.4%)

reported on a past on-off relationship.

Of those reporting on a current relationship,

most were seriously dating (n ¼ 98; 78.4%),

22 (17.6%) were casually dating, and 5 were

engaged; none were married. Of those report-

ing on a past relationship, 21 (19.4%) were

currently close or best friends with their for-

mer partner, 29 (26.9%) were friends but not

close, 4 (3.7%) occasionally dated, 25 (23.1%)

were now like acquaintances, 5 (2.8%) were

more like enemies, and 26 (24.1%) reported no

contact. Chi-square analyses showed that nei-

ther past partners’ status, v2(5) ¼ 4.80, p ¼
.44, nor current partners’ status, v2(2) ¼
2.19, p ¼ .34, varied by on-off status.

Total relationship length across all partici-

pants averaged 15.41 months (SD ¼ 14.77,

Mdn ¼ 11.50, range ¼ , 1 to 84 months).

An ANOVA showed that this length varied

by on-off status (Mon-off ¼ 23.69, SD ¼
17.44; Mnoncyclical ¼ 10.37, SD ¼ 9.99), F(1,

226) ¼ 57.19, p , .01, g2 ¼ .20, and relation-

ship status (Mcurrent ¼ 17.93, SD ¼ 14.66;

Mpast ¼ 12.50, SD ¼ 14.41), F(1, 226) ¼
7.19, p ¼ .01, g2 ¼ .03, but their interaction

was not significant, F(1, 226) ¼ 1.60, p ¼ .21,

g2 ¼ .01.

Measures

When necessary, we modified instructions and

items to reflect the status of the relationship

(e.g., items were phrased in the past tense for

partners reporting on past relationships). We

initially estimated reliability (Cronbach’s a) of
the scales for past and current partners sepa-

rately to ensure that the scales could reliably

assess current partners’ perceptions of their

relationships as well as partners’ perceptions

of dissolved relationships. Because the reli-

ability coefficients for both groups were

equivalent for all scales, we report coefficients

of the combined sample.

Positive aspects of relationships. Nine

semantic differential items from Huston,

McHale, and Crouter’s (1986) scale assessed

relational satisfaction. (e.g., miserable to

enjoyable, discouraging to hopeful; a ¼ .89).
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In addition, a modified version of Ellis’s

(2002) confirmation scale assessed individu-

als’ perception of validation from their part-

ners. Ellis originally developed the scale to

assess parental confirmation, but items are

applicable to romantic relationships as well.

To decrease fatigue effects, we assessed 14

of the 28 items (e.g., ‘‘My partner makes state-

ments that communicate my feelings were

valid and real’’) on a scale from 1 (never) to

7 (always), and the items showed high reliabil-

ity (a ¼ .88). Finally, Acker and Davis’s

(1992) 19-item scale based on Sternberg’s

(1986) triangular theory of love assessed indi-

viduals’ love for their partner (on a scale from

1 ¼ not at all to 7 ¼ extremely). Three dimen-

sions of love are included in the scale:2 inti-

macy (three items; e.g., ‘‘I feel emotionally

close to my partner’’; a ¼ .85), passion (six

items; e.g., ‘‘I adore my partner’’; a ¼ .91),

and commitment (six items; e.g., ‘‘I expect

my love for my partner to last for the rest of

my life’’; a¼ .96). We combined items so that

higher scores reflect greater satisfaction (M ¼
5.33, SD ¼ 1.07), validation (M ¼ 5.32, SD ¼
0.95), intimacy (M ¼ 5.92, SD ¼ 1.17), pas-

sion (M ¼ 5.26, SD ¼ 1.36), and commitment

(M ¼ 4.92, SD ¼ 1.84).

Negative aspects of relationships. Kur-

dek’s (1994) ineffective arguing scale assessed

participants’ perceptions of their conflict inef-

fectiveness (e.g., ‘‘Our arguments are left

hanging and unresolved’’) on a Likert scale

from 1 (strongly disagree) to 7 (strongly

agree). The eight items showed high reliability

(a ¼ .87). In addition, five items from Linder,

Crick, and Collins’s (2002) aggression scale

assessed individuals’ perceptions of their part-

ner’s aggression toward them. We measured

the items (e.g., ‘‘My romantic partner has

threatened to break up with me in order to

get what s/he wants’’; a ¼ .80) on a Likert

scale from 1 (strongly disagree) to 7 (strongly

agree). We combined items so that higher

scores indicate greater conflict ineffectiveness

(M ¼ 3.12, SD ¼ 1.30) and partner aggression

(M ¼ 2.41, SD ¼ 1.34).

Relational uncertainty. Knobloch and

Solomon’s (1999) 16-item scale measured par-

ticipants’ relationship uncertainty on a 6-point

scale from 1 (completely or almost completely

uncertain) to 6 (completely or almost com-

pletely certain). To parallel the analyses of

Study 1, which compared on-off partners’ first

breakup with past noncyclical partners’ only

breakup, we asked those reporting on past rela-

tionships to report on their certainty about the

relationship after their first or only breakup.

To extend Study 1, we asked current partners

to report on their current relational certainty.

We reflected and combined the items (a¼ .97)

so that higher scores indicate greater uncer-

tainty (M ¼ 2.64, SD ¼ 1.31).

External forces and social network influences.

Sprecher and Felmlee’s (2000) social network

approval/disapproval scale assessed family and

friend approval of the relationship. Higher

scores of the combined eight items reflect

greater approval (a ¼ .86; M ¼ 5.37, SD ¼
1.14). In addition, we created six items for this

study to assess the degree to which geographic

distance (three items; e.g., ‘‘Living closer

would have made things easier in our relation-

ship’’; a ¼ .90) and school or work schedules

(three items; e.g., ‘‘Our work/school schedules

created problems in our relationship’’; a ¼ .87)

influenced participants’ relationships. We

measured these items on a Likert scale from 1

(strongly disagree) to 7 (strongly agree). Com-

bined, higher scores reflect that distance (M ¼
4.23, SD ¼ 2.17) and schedules (M ¼ 3.62,

SD ¼ 1.87) posed greater obstacles.

Results and discussion

We employed hierarchical regressions to

assess the relationship between the number

of renewals (ranging from 0, for noncyclical

2. Because the subscales were highly correlated (rs .
.80), we conducted a confirmatory factor analysis to
determine if the subscales should be used separately
or if the items reflected a unidimensional construct of
love. Although neither the three-factor model nor a uni-
dimensional model showed acceptable fit, the three-
factor model showed slightly better fit and was thus
modified to achieve acceptable fit. We dropped four
items: two from the intimacy scale, one from the
passion scale, and one from the commitment scale,
v2(82) ¼ 199.76, p , .01, comparative fit index ¼ .97,
root mean square error of approximation ¼ .08.
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relationships, to 10) and the dependent varia-

bles. Because the number of renewals variable

was skewed, we transformed it using its square

root before conducting the analyses. Because

of their relationships with the dependent vari-

ables, we included several control variables,

sex, age, and relationship length, in the analy-

ses.3 In addition, to assess whether the nature

of the relationships between number of renew-

als and the dependent variables varied by sta-

tus (past vs. current), we included this variable

and its interaction with the number of renewals

in the model.

We conducted separate regressions for each

dependent variable. The first step included the

controls of sex, age, and relationship length;

the second step included relationship status;

the third step included number of renewals;

and the fourth step included the interaction

term for status and renewals. The results for

the regressions are reported in Table 6; for

brevity, the control variables are not shown.

(The results for the control variables in the first

step can be obtained from the first author.)

Most of the analyses intuitively show that cur-

rent partners have more positive perceptions of

their relationships than those reporting on past

relationships. Yet, because the focus is on how

relationship characteristics vary by the number

of renewals, the description of the results cen-

ters on this variable and the three significant

interactions that emerged between relationship

status and renewals. To determine the nature

of these interactions, we calculated separate

regression lines for past and current partners

(see Aiken & West, 1991).

Results of the analyses regarding number of

renewals largely support and extend the find-

ings from Study 1. First, as the number of

renewals increased, partners reported less pos-

itive behaviors in their relationships. For

example, number of renewals was negatively

related to validation from partners. In addition,

number of renewals interacted with relation-

ship status to predict satisfaction and the love

scales of passion and commitment. The nature

of the interactions for satisfaction and commit-

ment were similar: Past partners’ satisfaction

and commitment did not vary by number of

renewals (i.e., slopes ¼ .04 and .06, respec-

tively), but current partners’ satisfaction (slope

¼ –.54) and commitment (slope ¼ –.44)

decreased as number of renewals increased,

falling almost to the level of past partners’ sat-

isfaction and commitment. For passion,

although current partners reportedmore passion

overall, current partners’ passion decreased

(slope ¼ –.37), but past partners’ passion

increased (slope ¼ .21), as the number of

renewals increased. Hence, this finding for

past partners may suggest individuals who feel

more passion for their partners are more likely

to renew. In addition, the nonsignificant

results for the intimacy component of love

may suggest a ceiling effect for intimacy; in

other words, once partners have reached a cer-

tain level of intimacy, it may not significantly

increase regardless of how many times part-

ners renew.

Number of renewals was also positively

related to negative aspects of relationships.

Specifically, those reporting more renewals

also reported more ineffective conflict and

more aggression from their partners. To assess

relationship uncertainty, we conducted sepa-

rate analyses based on relationship status

because current partners reported on their cur-

rent relationship uncertainty and past partners

reported on their uncertainty following their

first or only breakup. For those in current rela-

tionships, number of renewals was positively

related to their uncertainty. Thus, even while

dating, on-off partners reported less certainty

about the definition, norms, and future of their

relationship, and this uncertainty was higher

for those who had renewed more frequently.

For past partners, the overall F test was not

3. Participant sex was related to all of the dependent var-
iables (rs ¼ .14 to .34, ps , .04) except conflict effec-
tiveness and the external factor of schedules (rs , .11,
ps . .05). Participant age was related to four of the
dependent variables: social network approval (r ¼ –.14,
p ¼ .03), the external factor of schedules (r ¼ .14, p ¼
.03), the intimacy scale of love (r ¼ –.20, p , .01), and
the passion scale of love (r ¼ .15, p ¼ .03). The total
length of relationship, transformed (i.e., square root)
before conducting analyses because of its skewness,
was related to five of the dependent variables: satisfac-
tion (r ¼ .19, p , .01); intimacy (r ¼ .33, p , .01),
passion (r ¼ .36, p , .01), and commitment (r ¼ .49,
p , .01) scales of love; and relational uncertainty
(r ¼ –.21, p , .01). To maintain consistency across
the analyses, we included all three variables as controls
in all the regressions.
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Table 6. Regression results predicting relationship characteristics by relational status and

number of renewals: Study 2

Predictorsa Step 2 b Step 3 b Step 4 b DF DR2 Overall F Overall R2

Satisfaction 15.70*** .30

Relationship status .41*** .38*** .55*** 42.54*** .15

Number of renewals 2.22*** .47* 11.33*** .04

Status � Renewals 2.72*** 13.92*** .05

Love: Intimacy 18.31*** .35

Relationship status .41*** .40*** .45*** 49.12*** .15

Number of renewals 2.03 .14 0.28 .00

Status � Renewals 2.18 0.92 .00

Love: Passion 16.96*** .33

Relationship status .39*** .38*** .51*** 45.54*** .14

Number of renewals 2.07 .46* 1.21 .00

Status � Renewals 2.55** 8.19** .03

Love: Commitment 25.97*** .43

Relationship status .41*** .39*** .48*** 54.54*** .15

Number of renewals 2.10 .24 2.79 .01

Status � Renewals 2.35* 3.89* .01

Validation 7.24*** .17

Relationship status .25*** .23*** .30*** 14.53*** .06

Number of renewals 2.18* .12 5.97* .02

Status � Renewals 2.31 2.11 .01

Conflict ineffectiveness 9.86*** .22

Relationship status .31*** .27*** .33*** 22.33*** .09

Number of renewals 2.33*** 2.07 22.35*** .08

Status � Renewals 2.27 1.67 .01

Partner aggressiveness 10.57*** .23

Relationship status 2.22*** 2.19*** 2.14 11.98*** .05

Number of renewals .24*** .44* 11.96*** .04

Status � Renewals 2.22 1.14 .00

External forces: Distance 1.32 .04

Relationship status .11 .12 .06 2.54 .01

Number of renewals .07 2.17 0.78 .00

Status � Renewals .25 1.20 .01

External forces: Schedules 2.36* .06

Relationship status 2.06 2.04 2.07 0.71 .00

Number of renewals .12 .02 2.51 .01

Status � Renewals .11 0.23 .00

Social network 12.62*** .27

Relationship status .40*** .37*** .44*** 40.93*** .15

Number of renewals 2.21** .08 9.33** .03

Status � Renewals 2.30 2.29 .01

Uncertainty (past) 1.59 .07

Number of renewals .32* — — 5.31* .06

Uncertainty (current) 7.21*** .20

Number of renewals .30*** — — 11.32*** .08

Note. For relationship status: 1¼ past and 2¼ current. Because of randommissing data, degrees of freedom ranged from

6 and 208 to 6 and 218 except for the relationship uncertainty analyses, which was 4 and 91 for past partners and 4 and 114

for current partners.
aResults for the control variables in Step 1 (i.e., sex, age, and relationship length) can be obtained from the first author.

*p , .05. **p , .01. ***p , .001.
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significant; the main effect for renewals, how-

ever, suggests having more renewals was asso-

ciated with more uncertainty about the state of

the relationship after the breakup.

Contrary to predictions based on Study 1, the

external factors of geographic distance and

partners’ schedules were not related to number

of renewals. These nonsignificant results, how-

ever, indicate that these external factors were

no more an issue for those with one or multiple

renewals as those having no renewals. In con-

trast, those with more renewals did report less

approval of the relationship from family and

friends. Yet, because the data are correlational

in nature, we cannot determine whether the

lower social network approval may be the result

or cause of the number of renewals.

General Discussion

The current work assessed on-off relationships,

an understudied phenomenon that researchers

have not yet incorporated into models of rela-

tional development and dissolution. Despite the

similarities between on-off relationships and

those that have not broken up and renewed

(i.e., noncyclical), important differences

emerged in both studies indicating that on-off

relationships are distinct from noncyclical rela-

tionships, and the data show these differences in

participants’ retrospective reports of the initial

phase of their relationships and in perceptions

of their current relationships. Furthermore,

some of the relationships classified here as non-

cyclical may develop an on-off nature in the

future; as such, our findings may be conserva-

tive estimates of the differences between on-off

and noncyclical relationships.

Although previous research has established

that on-off relationships occur (e.g., Cupach &

Metts, 2002; Davis et al., 2000), the current

data provide a more detailed picture of these

relationships. First, this is a common phenom-

enon. Almost two thirds of the sample in Study

1 had experienced an on-off relationship at

some point in their dating experiences, and

about 40% of participants in Study 2 reported

their current or more recent relationship had an

on-off nature; the majority of these individuals

in both studies reported two or more renewals

with the same partner. Second, the dissolutions

were not typically fleeting or quickly over-

turned; most partners were disengaged from

the relationship 1 to 2 months before renew-

ing. Third, these relationships tended to span

a long period; on average, these relationships

lasted 2 years, which was as long as or longer

than noncyclical relationships.

Beyond describing these relationships,

a major purpose of this study was to assess

whether on-off partners reported differences

regarding relational experiences as compared

to partners from relationships without an on-

off nature. Overall, as compared to noncyclical

partners, on-off partners were less likely to

report positive characteristics in the initial

phase of their relationship (Study 1) and while

currently dating (Study 2). Study 2 further

showed that those who had experienced more

renewals reported lower levels of validation

from partners, love for their partners, and rela-

tional satisfaction, particularly for current

partners. On-off partners were also more likely

to note negative characteristics in their rela-

tionships, with those having experienced more

renewals reporting more negative views of

their relationships (Study 2).

In addition, although one possible explana-

tion of why on-off relationships occur is exter-

nal factors such as geographic distance,

partners’ schedules, or disapproving family

or friends (i.e., external forces separated them

despite their desire to continue the relation-

ship), the data here suggest external forces

were not more predominant in on-off relation-

ships. Although those with more renewals

reported less social network approval (Study

2), the remaining evidence suggests on-off

partners experienced similar or fewer external

obstacles as compared to noncyclical partners.

In combination, the findings from both studies

point to an important implication: Factors

internal to the relationship (satisfaction, com-

mitment, behaviors exhibited within the rela-

tionship) reflect the differences between on-

off and noncyclical relationships better than

factors external to the relationship.

Given that on-off partners report more

problems and fewer positives than partners

from relationships that do not have a cyclical

nature (even in the initial stage), why do they

reconcile these relationships? One potential
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explanation stemming from the current data is

that the vast majority of breakups in on-off

relationships are not mutual, and thus, one

partner presumably wants to continue the rela-

tionship after breakups. This is consistent with

Cupach and Metts’s (2002) finding that recon-

ciliation attempts were more likely when dis-

solutions were unilateral. Past noncyclical

partners, in contrast, reported that almost half

of their breakups were mutual decisions. The

dissolution strategies used also reflect this

difference in dissolution initiation; as com-

pared to on-off partners, noncyclical partners

reported greater use of mutual disengage-

ments, whether through gradual avoidance

(e.g., the fade away) or through a positively

toned discussion (e.g., negotiated farewell).

Another contributing factor to the occur-

rence of on-off relationships may be on-off

partners’ greater uncertainty about their rela-

tional status following breakups as compared

to noncyclical partners. Their greater uncer-

tainty may be related to the strategies used to

dissolve the relationship. Not surprisingly, on-

off partners reported pseudo de-escalation (e.g.,

‘‘Let’s take a break’’) strategies more than non-

cyclical partners. The data do not allow a dis-

tinction between those who wanted to take

a break from those who intended to terminate

the relationship permanently, yet, regardless of

intent, this strategy likely produces ambiguity

about the status of the relationship. As Lee

(1984) found in his analysis of relational disso-

lution, couples who ‘‘scaled down’’ rather than

quickly severing ties reported greater confusion

about the relationship. On-off partners, how-

ever, were also more likely to use justifications.

This may be due to the predominance of unilat-

eral dissolutions; partners ending the relation-

ship may have felt obligated to provide, or the

rejected partners may have demanded, an

explanation. Yet, with their greater relational

uncertainty, on-off partners may be less able

to interpret these justifications as indicating

a breakup (see Knobloch & Solomon, 2005).

Relational theories and models to explore

regarding on-off relationships

Given the dearth of research on relationships

that break up and renew, the initial, descriptive

information obtained here was necessary to

provide a foundation for identifying theories

or relational models that may be most helpful

in understanding and explaining on-off rela-

tionships. For example, given that on-off part-

ners reported more negative communication

patterns, assessing their relational mainte-

nance behaviors (e.g., Stafford & Canary,

1991) may be beneficial. First, similar to pre-

vious research that shows negative relation-

ships between relational uncertainty and

maintenance behaviors (e.g., Dainton, 2003;

Guerrero & Chavez, 2005), on-off partners’

use of maintenance strategies while dating

may be related to their relational uncertainty.

Second, Guerrero, Eloy, and Wabnick (1993)

found infrequent use of constructive strategies

(e.g., positivity, assurances, sharing tasks) was

associated with relational de-escalation; as

such, the communication difficulties and neg-

ative behavior reported by on-off partners may

involve a decreased or infrequent use of these

constructive strategies while dating. Third,

because of on-off partners’ tendency to con-

tinue contact after they have dissolved the

relationship (Dailey et al., in press), assessing

partners’ use of relational maintenance strate-

gies in their postdissolution relationships may

provide clues on how they sustain their rela-

tionships and how these behaviors may con-

tribute to renewals.

In addition, employing the relational turbu-

lence model (see Solomon & Knobloch, 2004)

may provide insight into on-off partners’

uncertainty. This model suggests partners have

an increased reactivity to relationship events

as their relationships progress from casual to

serious, primarily because of the uncertainty or

ambiguity about the status of their relation-

ship. Perhaps this transition period is the point

at which many on-off relationships first break

up. Moreover, when assessing specific inter-

actions, Knobloch and Solomon (2005) found

relational uncertainty was positively related to

perceptions of the interactions being difficult.

Thus, the uncertainty felt by on-off partners

may also be related to the communication

problems they reported.

Employing interdependence theories (see

Rusbult & Buunk, 1993; Thibaut & Kelley,

1959; see also Dailey et al., in press) may also
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be beneficial in explaining on-off relationships.

Interdependence theories suggest partners have

greater stability and commitment to their rela-

tionships when they perceive a lower quality

of alternatives, are satisfied, and have larger

investments in the relationship. As compared

to noncyclical partners, on-off partners

reported less satisfaction (Study 2) but did

not report differences in the role of alternatives

regarding dissolutions (Study 1). Hence, asso-

ciations among predictors of relationship ter-

mination may vary by on-off status or the

number of renewals partners’ experience.

Pursuing these avenues of research not only

provide greater understanding of on-off rela-

tionships but offer greater precision regarding

current theoretical models of romantic rela-

tionships. Because on-off relationships appear

to be prevalent, research that does not distin-

guish on-off relationships from relationships

without a cyclical nature may yield results that

mask or exaggerate certain phenomena in dat-

ing relationships. For instance, the turbulence

experienced in the transition from casual to

serious dating may be greater for those in on-

off relationships because of their higher uncer-

tainty. Or perhaps the relationship between

uncertainty and relational maintenance behav-

iors are moderated by the number of renewals

partners have experienced. In addition, the

findings here regarding instability in relational

status may suggest that other types of instabil-

ity are associated with relational quality as

well. For example, Arriaga (2001) found that

fluctuations in satisfaction were related to

lower commitment and a greater likelihood

of dissolution in romantic relationships. Hence,

incorporating instability of relational status, as

well as other forms of instability, within current

relational theories and models may provide

greater predictive and explanatory power.

In addition, although further research is

needed to provide specific recommendations

for couples experiencing these relationships,

the current data provide initial practical appli-

cations. For example, because the differences

that distinguished on-off and noncyclical rela-

tionships were primarily processes internal to

the relationship rather than external, partners

wishing to change the nature of their relation-

ships will likely need to change their commu-

nication and behavior patterns, such as

engaging in conflict more constructively,

using less aggression, or validating each other

more. Furthermore, those renewing relation-

ships multiple times should expect lower lev-

els of positive and higher levels of negative

aspects. These partners may also find that fam-

ily members and friends are less supportive of

the relationship with repeated renewals.

Partners may also need to be aware of how

uncertainty influences their relationships.

Given that relational uncertainty is positively

related to topic avoidance about the state of

the relationship (Afifi & Burgoon, 1998; Kno-

bloch & Carpenter-Theune, 2004), some part-

ners may want to sustain their uncertainty about

relational status to maintain their relationship.

In other words, open discussions of relational

status may have negative consequences for the

relationship. Yet, those who want to reduce

their uncertainty may benefit from explicit dis-

cussions of their relational status particularly at

turning points in their relationships. In addition,

those who wish to end the relationship perma-

nently may need to be explicit in their desires

to decrease uncertainty about relational status

for the other partner. Ultimately, additional re-

search will provide greater insights into manag-

ing on-off relationships as well as identifying

which relationships may become stable and

which may end permanently.

Limitations

We outlined several of the limitations of Study

1 at the beginning of Study 2, but additional

limitations of both studies should be noted.

Although there is an advantage in allowing par-

ticipants to self-define breakups and renewals

(i.e., assessing participants’ own perceptions of

these transitions), a limitation of this is that

individuals’ definitions and experiences of

breakups and renewals may vary drastically.

For example, the wide range of lengths of

‘‘on’’ and ‘‘off’’ stages reflects one aspect of

the diversity of these experiences, and other

aspects likely influence partners’ reports of

their relationships (e.g., if a transgression led

to the breakup, the emotions experienced after

the breakup). In the current analyses, however,

a breakup lasting only 1 day was treated the
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same as a breakup lasting years. The same was

true for renewals.

We also used a broad definition of on-off

relationships including all relationships that

had broken up and renewed at least once. As

shown in Study 2, couples renewing once may

be different from couples renewing multiple

times. Thus, different types of on-off relation-

ships may exist that we did not distinguish here.

Furthermore, we did not assess potential varia-

tion in stability among noncyclical relationships.

In other words, relational status (i.e., together or

terminated) is not the only indicator of relational

stability, and all relationships fluctuate in their

stability whether reflected in satisfaction, com-

mitment, or other relational characteristics.

Although the current work acknowledges that

stability is more complex than typically concep-

tualized, a measurement of stability beyond

changes in relational status is needed.

Another limitation is that we only assessed

one partner’s perceptions of his or her relation-

ships; whereas one partner may label an epi-

sode as a breakup, the other partner may not.

The current studies also provided only a one-

time assessment of relationships. In addition,

with the exception of current partners in Study

2, we asked participants to provide retrospec-

tive reports of the initial stage of their relation-

ships. Given the findings of Study 2 in which

negative aspects reportedly increased and pos-

itives aspects decreased with additional re-

newals, partners’ reports may be biased by

current status or number of transitions experi-

enced. Furthermore, although we controlled

relational status in the analyses of Study 2, we

compared both current and retrospective reports

of relationship experiences, which may be qual-

itatively different, in the same analyses. Study 1

also focused on the first phase of on-off rela-

tionships, which highlights only a portion of the

cyclical picture of these relationships. Hence,

longitudinal investigations that obtain reports

from both partners across multiple stages in

their relationships would address these limita-

tions and provide a greater understanding of the

progression of breakups and renewals.

We also conducted numerous statistical

tests in both studies, which increased Type I

error. In addition, the use of convenience sam-

ples affects the general applicability of the

data; on-off relationships may be more or less

prevalent in college samples, and different

processes may occur for on-off partners at dif-

ferent life stages. In addition, although we

focused on dating relationships, other factors

may be playing a role in marital relationships

that dissolve and renew.

Conclusion

Much still needs to be learned about on-off dat-

ing relationships and partners’ experiences in

these relationships. This work is the first com-

prehensive description of on-off relationships

and it was a necessary first step in understand-

ing this understudied yet common phenomenon

in dating relationships. Findings from both

studies highlight that as compared to partners

in noncyclical relationships, on-off partners

reported lower relational quality and greater

communication difficulties, which may be

exacerbated by additional transitions. As such,

further investigation of on-off relationships

is needed to understand why partners return

to previously unsuccessful relationships despite

their lower overall quality. Ultimately, future

research examining these relationships will

provide a greater theoretical understanding of

relational stability as well as practical insights

for on-off and dating relationships in general.

References

Acker, M., & Davis, M. E. (1992). Intimacy, passion, and
commitment in adult romantic relationships: A test of
the triangular theory of love. Journal of Social and
Personal Relationships, 9, 21–50.

Afifi, W. A., & Burgoon, J. K. (1998). ‘‘We never talk
about that’’: A comparison of cross-sex friendships
and dating relationship on uncertainty and topic avoid-
ance. Personal Relationships, 5, 255–272.

Agnew, C. R., Arriaga, X. B., & Goodfriend, W.
(2006, July). On the (mis)measurement of premarital
relationship breakup. Paper present at the Inter-
national Association of Relationship Research Con-
ference, Rethymno, Crete.

Aiken, L. S., & West, S. G. (1991). Multiple regression:
Testing and interpreting interactions. Newbury Park,
CA: Sage.

Altman, I., & Taylor, D. (1973). Social penetration: The
development of interpersonal relationships. New
York: Holt, Rinehart, & Winston.

Arriaga, X. B. (2001). The ups and downs of dating: Fluc-
tuations in satisfaction in newly formed romantic rela-
tionships. Journal of Personality and Social
Psychology, 80, 754–765.

On-again/off-again dating relationships 45



Banerjee, M., Capozzoli, M., McSweeney, L., & Sinha, D.
(1999). A review of interrater agreement measures.
Canadian Journal of Statistics, 27, 3–23.

Baxter, L. A. (1982). Strategies for ending relationships:
Two studies. Western Journal of Speech Communica-
tion, 46, 223–241.

Baxter, L. A. (1984). Trajectories of relational disengage-
ment. Journal of Social and Personal Relationships, 1,
29–48.

Baxter, L. A. (1985). Accomplishing relationship
disengagement. In S. Duck & D. Perlman (Eds.),
Understanding personal relationships: An inter-
disciplinary approach (pp. 243–265). Beverly Hills,
CA: Sage.

Baxter, L. A. (1986). Gender differences in the heterosexual
relationship rules embedded in break-up accounts. Jour-
nal of Social and Personal Relationships, 3, 289–306.

Baxter, L. A., & Bullis, C. (1986). Turning points in devel-
oping romantic relationships. Human Communication
Research, 12, 469–493.

Bevan, J. L., Cameron, K. A., & Dillow,M. R. (2003). One
more try: Compliance-gaining strategies associated
with romantic reconciliation attempts. Southern Com-
munication Journal, 68, 121–135.

Brody, G. H., Neubaum, E., & Forehand, R. (1988). Serial
marriage: A heuristic analysis of an emerging family
form. Psychological Bulletin, 2, 211–222.

Byrne, D. (1997). An overview (and underview) or
research and theory within the attraction paradigm.
Journal of Social and Personal Relationships, 14,
417–431.

Cody, M. (1982). A typology of disengagement strategies
and an examination of the role intimacy and relational
problems play in strategy selection. Communication
Monographs, 49, 148–170.

Cupach, W. R., & Metts, S. (1986). Accounts of relational
dissolution:A comparison ofmarital and non-marital rela-
tionships. Communication Monographs, 53, 311–334.

Cupach, W. R., & Metts, S. (2002, July). The persistence
of reconciliation attempts following the dissolution of
romantic relationships. Paper presented at the interna-
tional conference on Personal Relationships, Halifax,
Canada.

Dailey, R. M., Jin, B., Pfiester, A., & Beck, G. (2008,
July). On-again/off-again dating relationships: What
keeps partners coming back? Paper presented at the
International Association for Relationship Research,
Providence, RI.

Dailey, R. M., Rossetto, K., Pfiester, A., & Surra, C. A. (in
press). A qualitative analysis of on-again/off-again
romantic relationships: ‘‘It’s up and down, all around.’’
Journal of Social and Personal Relationships.

Dainton, M. (2003). Equity and uncertainty in relational
maintenance.Western Journal of Communication, 67,
164–186.

Davis, K. E., Ace, A., & Andra, M. (2000). Stalking per-
petrators and psychological maltreatment of partners:
Anger-jealousy, attachment insecurity, need for con-
trol, and break-up context. Violence and Victims, 15,
407–425.

Duck, S. (1982). A topography of relationship disengage-
ment and dissolution. In S. Duck (Ed.), Personal rela-
tionships: Vol. 4. Dissolving personal relationships
(pp. 1–30). New York: Academic Press.

Ellis, K. (2002). Perceived parental confirmation: Devel-
opment and validation of an instrument. Southern
Communication Journal, 67, 319–334.

Felmlee, D., Sprecher, S., & Bassin, E. (1990). The disso-
lution of intimate relationships: A hazard model.
Social Psychology Quarterly, 53, 13–30.

Frazier, P. A., & Cook, S. W. (1993). Correlates of distress
following heterosexual relationship dissolution. Journal
of Social and Personal Relationships, 10, 55–67.

Gottman, J. M. (1994). What predicts divorce? The rela-
tionship between marital processes and marital out-
comes. Hillsdale, NJ: Erlbaum.

Guerrero, L. K., Andersen, P. A., & Afifi, W. (2007).
Close encounters: Communication in relationships
(2nd ed.). Thousand Oaks, CA: Sage.

Guerrero, L. K., & Chavez, A. M. (2005). Relational main-
tenance in cross-sex friendships characterized by dif-
ferent types of romantic intent: An exploratory study.
Western Journal of Communication, 69, 339–358.

Guerrero, L. K., Eloy, S. V., & Wabnick, A. I. (1993).
Linking maintenance strategies to relationship devel-
opment and disengagement: A reconceptualization.
Journal of Social and Personal Relationships, 10,
273–283.

Hill, C. T., Rubin, Z., & Peplau, L. A. (1976). Breakups
before marriage: The end of 103 affairs. Journal of
Social Issues, 32, 147–168.

Huston, T. C., McHale, S. M., & Crouter, A. C. (1986).
When the honeymoon’s over: Changes in the marriage
relationship over the first year. In R. Gilmore & S.W.
Duck (Eds.), The emerging field of personal relation-
ships (pp. 109–132). Hillsdale, NJ: Erlbaum.

Kalish, N. (1997). Lost and found lovers: Facts and fan-
tasies of rekindled relationships. New York: William
Morrow.

Karney, B.R., Bradbury, T.N., & Johnson, M.D. (1999).
Deconstructing stability: The distinction between the
course of a close relationship and its endpoint. In
J. M. Adams & W. H. Jones (Eds.), Handbook of
interpersonal commitment and relationship stability
(pp. 481–499). New York: Kluwer/Plenum.

Kirkpatrick, L. A., & Hazan, C. (1994). Attachment style
and close relationships: A four-year prospective study.
Personal Relationships, 1, 123–142.

Knapp, M. L., & Vangelisti, A. L. (2005). Interpersonal
communication and human relationships (5th ed.).
Boston: Allyn & Bacon.

Knobloch, L. K., & Carpenter-Theune, K. E. (2004). Topic
avoidance in developing romantic relationships: Asso-
ciations with intimacy and relational uncertainty.
Communication Research, 31, 173–205.

Knobloch, L. K., & Solomon, D. H. (1999). Measuring the
sources and content of relational uncertainty. Commu-
nication Studies, 50, 261–278.

Knobloch, L. K., & Solomon, D. H. (2005). Relational
uncertainty and relational information processing:
Questions without answers? Communication
Research, 32, 349–399.

Krueger, R. F., & Caspi, A. (1993). Personality, arousal,
and pleasure: A test of competing models of interper-
sonal attraction. Personality and Individual Differen-
ces, 14, 105–111.

Kurdek, L. A. (1994). Conflict resolution styles in gay,
lesbian, heterosexual nonparent, and heterosexual par-
ent couples. Journal of Marriage and the Family, 56,
705–722.

Langhinrichsen-Rohling, J., Palarea, R. E., Cohen, J., & Roh-
ling, M. L. (2000). Breaking up is hard to do: Unwanted
pursuit behaviors following the dissolution of a romantic
relationship. Violence and Victims, 15, 73–90.

46 R. M. Dailey, A. Pfiester, B. Jin, G. Beck, and G. Clark



Latty-Mann, H., & Davis, K. E. (1996). Attachment theory
and partner choice: Preference and actuality. Journal
of Social and Personal Relationships, 13, 5–23.

Lee, L. (1984). Sequences in separation: A framework for
investigating endings of the personal (romantic) rela-
tionship. Journal of Social and Personal Relation-
ships, 1, 49–73.

Linder, J. R., Crick, N. R., & Collins, W. A. (2002). Rela-
tional aggression and victimization in young adults’
romantic relationships: Associations with perceptions
of parent, peer, and romantic relationship quality.
Social Development, 11, 69–86.

Patterson, B., & O’Hair, D. (1992). Relational reconcilia-
tion: Toward a more comprehensive model of rela-
tional development. Communication Research
Reports, 9, 119–129.

Reis, H. T., Clark, M. S., & Holmes, J. G. (2004). Per-
ceived partner responsiveness as an organizing con-
struct in the study of intimacy and closeness. In D.J.
Mashek & A.P. Aron (Eds.), Handbook of closeness
and intimacy (pp. 201–225). Mahwah, NJ: Erlbaum.

Rusbult, C. E., & Buunk, B. P. (1993). Commitment
processes in close relationships: An interdependence
analysis. Journal of Social and Personal Relation-
ships, 10, 175–204.

Simpson, J. A. (1987). The dissolution of romantic rela-
tionships: Factors involved in relational stability and
emotion distress. Journal of Personality and Social
Psychology, 53, 683–692.

Solomon, D. H., & Knobloch, L. K. (2004). A model of
relational turbulence: The role of intimacy, relational
uncertainty, and interference from partners in app-
raisals of irritations. Journal of Social and Personal
Relationships, 21, 795–816.

Sprecher, S. (1989). The importance tomales and females of
physical attractiveness, earning potential, and expres-
siveness in initial attraction. Sex Roles, 21, 591–607.

Sprecher, S. (1994). Two sides to the breakup of dating
relationships. Personal Relationships, 1, 199–222.

Sprecher, S. (1998). Insiders’ perspectives on reasons for
attraction to a close other. Social Psychology Quar-
terly, 61, 287–300.

Sprecher, S., & Felmlee, D. (2000). Romantic partners’
perceptions of social network attributes with the pas-
sage of time and relationship transitions. Personal
Relationships, 7, 325–340.

Sprecher, S., Felmlee, D., Metts, S., Fehr, B., & Vanni, D.
(1998). Factors associated with distress following the
breakup of a close relationship. Journal of Social and
Personal Relationships, 15, 791–809.

Stafford, L., & Canary, D. J. (1991). Maintenance strat-
egies and romantic relational characteristics. Journal
of Social and Personal Relationships, 8 , 217–242.

Stephen, T. (1987). Attribution and adjustment to relation-
ship termination. Journal of Social and Personal Rela-
tionships, 4, 47–61.

Sternberg, R. J. (1986). A triangular theory of love. Psy-
chological Review, 93, 119–135.

Surra, C. A., Gray, C. R., Boettcher, T. M. J., Cottle, N. R.,
& West, A. R. (2006). From courtship to universal
properties: Research on dating and mate selection,
1950 to 2003. In A.L. Vangelisti & D. Perlman
(Eds.), The Cambridge handbook of personal relation-
ships (pp. 113–130). Cambridge, UK: Cambridge Uni-
versity Press.

Surra, C. A., & Hughes, D. K. (1997). Commitment pro-
cesses in accounts of the development of premarital rela-
tionships. Journal of Marriage and the Family, 59, 5–21.

Thibaut, J. W., & Kelley, H. H. (1959). The social psy-
chology of groups. New York: Wiley.

Walster, E., Aronson, V., Abrahams, D., & Rottman, L.
(1966). The importance of physical attractiveness in
dating behavior. Journal of Personality and Social
Psychology, 4, 508–516.

On-again/off-again dating relationships 47




