
In Search of Rationality: The Purposes Behind the Use of Formal Analysis in Organizations
Author(s): Ann Langley
Source: Administrative Science Quarterly, Vol. 34, No. 4 (Dec., 1989), pp. 598-631
Published by: Johnson Graduate School of Management, Cornell University
Stable URL: http://www.jstor.org/stable/2393569
Accessed: 04/11/2010 14:04

Your use of the JSTOR archive indicates your acceptance of JSTOR's Terms and Conditions of Use, available at
http://www.jstor.org/page/info/about/policies/terms.jsp. JSTOR's Terms and Conditions of Use provides, in part, that unless
you have obtained prior permission, you may not download an entire issue of a journal or multiple copies of articles, and you
may use content in the JSTOR archive only for your personal, non-commercial use.

Please contact the publisher regarding any further use of this work. Publisher contact information may be obtained at
http://www.jstor.org/action/showPublisher?publisherCode=cjohn.

Each copy of any part of a JSTOR transmission must contain the same copyright notice that appears on the screen or printed
page of such transmission.

JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of
content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms
of scholarship. For more information about JSTOR, please contact support@jstor.org.

Johnson Graduate School of Management, Cornell University is collaborating with JSTOR to digitize, preserve
and extend access to Administrative Science Quarterly.

http://www.jstor.org

http://www.jstor.org/action/showPublisher?publisherCode=cjohn
http://www.jstor.org/stable/2393569?origin=JSTOR-pdf
http://www.jstor.org/page/info/about/policies/terms.jsp
http://www.jstor.org/action/showPublisher?publisherCode=cjohn


In Search of Rationality: 
The Purposes behind 
the Use of Formal 
Analysis in 
Organizations 

Ann Langley 
Universit6 du Qu6bec a 
Montr6al 

? 
1989 by Cornell University. 

0001 -8392/89/3404-0598/$1 .00. 

The author is grateful to Christiane 
Demers, Jean-Louis Denis, Cynthia Hardy, 
Gilbert Laporte, Louis-Andr6 Lefebvre, 
Henry Mintzberg, and Jean-Marie Tou- 
louse, Gerald Salancik, Linda Pike, and 
four anonymous ASQ reviewers for assis- 
tance and advice on various aspects of 
this work. 

This paper describes the results of a study that examines 
how formal analysis is actually used in practice in three 
different organizations. Four main groups of purposes for 
formal analysis-information, communication, direction 
and control, and symbolic purposes-are identified and 
related to the nature of the social and hierarchical rela- 
tionships between those who initiate analysis, those who 
do it, and those who receive it. It is concluded that, far 
from being antithetical as often assumed, formal analysis 
and social interaction are inextricably linked in organiza- 
tional decision making and that different structural con- 
figurations may generate different patterns of use of 
analysis.' 

INTRODUCTION 

Management teachers, writers, and researchers spend a 
good deal of time advocating more formal, more systematic, 
more logical, and more analytical approaches to decision 
making. However, in spite of all this normative emphasis on 
the use of formal analysis, surprisingly little is actually known 
about how it is used in practice in organizations, especially at 
the top-management level. Is it in fact used at all? And if so, 
when and why? 

Much of the management writing and teaching aimed at 
practitioners emphasizes the use of formal analysis for infor- 
mational purposes. Yet, anyone who has ever worked in a 
complex organization knows that other types of motivations 
for doing analysis are also common. Many have in fact been 
noted in the scholarly literature. For example, Dalton (1959) 
suggested that staff people in the firm he studied often 
served a control function. Others (e.g., Bower, 1970; Kerr, 
1982; Meyer, 1984) have noted that a great deal of formal 
analysis is more concerned with the justification of decisions 
already made than with a need to know. Quinn (1980) sug- 
gested that formal analysis and planning may have an impor- 
tant role to play in focusing the attention of others on issues, 
raising comfort levels, and gaining commitment. Lindblom 
and Cohen (1979), Porter, Zemsky, and Oedel (1979), Prince 
(1979), and Wildavsky (1979) have suggested that formal 
analysis is often used as a tool in adversarial debate. Brewer 
(1981) and Meltsner (1976) described how analysis may be 
used to deflect attention away from issues by giving the im- 
pression of action. Edelman (1985), Feldman and March 
(1981), Meyer and Rowan (1977), and Pfeffer (1981) drew at- 
tention to the symbolic and ritualistic uses of language and 
information in conveying messages of rationality and thus le- 
gitimizing organizational actions. However, these contribu- 
tions are fragmented. There has, in fact, been very little 
empirical research that has examined the purposes behind 
formal analysis in any systematic way. This paper describes 
some of the results of an exploratory empirical study in which 
the purposes behind the use of formal analysis in three orga- 
nizations were systematically identified and a typology was 
developed. 
Biases in favor of considering formal analysis mainly as a 
source of information have also led to another frequent con- 
ception: that an organization in which formal analysis is very 
common is also an organization that has adopted a "rational/ 
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comprehensive" mode of decision making and one in which 
political and social interactive modes of decision making are 
relatively less important. For example, this assumption partly 
underlies Fredrickson's (1984) definition of the "comprehen- 
siveness" construct. And Mintzberg (1979b) explicitly asso- 
ciated formal analysis with the "machine bureaucracy" 
structural type, in which political modes of decision making 
are relatively unimportant as compared with other structures. 
In the study described here, it is noted that, far from being 
antithetical, formal analysis and social interaction are inextric- 
ably linked in organizational decision making. Several proposi- 
tions concerning the relationships between the use of formal 
analysis and its social interactive context are offered. 

As the subject of this research had been very little studied in 
the past, a qualitative research approach, emphasizing rich- 
ness of the data base, seemed appropriate: description, con- 
cept development, and hypothesis generation were more 
important than hypothesis testing at this stage. I therefore 
decided to focus on understanding the role of formal analysis 
in strategic decision making in three organizations in depth. 
The general approach taken reflects that proposed by Glaser 
and Strauss (1967) for the development of "grounded theory" 
and the "direct research" approach advocated by Mintzberg 
(1 979c). A very rich data base was therefore developed, with 
the use of multiple data sources providing some assurance 
that a complete and accurate picture of the decision-making 
processes was obtained. However, the study does suffer 
from the familiar and somewhat inevitable limitations usually 
associated with this kind of qualitative research. One of these 
limitations is related to the small sample size: caution is re- 
quired in generalizing the results, especially those in which 
the three organizations are compared. The second limitation 
of this type of research is perhaps more serious: data analysis 
relies greatly on the perceptions of one researcher. The 
problem is aggravated by the data themselves, which are 
verbal and therefore ambiguous. Two measures have been 
taken in an attempt to alleviate this problem at least partially. 
First, within the limits of available space, I have tried to ex- 
pose the reader directly to the flavor of the raw data by ex- 
amples and by using quotations from interviews to illustrate 
my points. Secondly, where possible, for certain key vari- 
ables, two coders were involved in evaluating the data and an 
attempt was made to verify the reliability and the robustness 
of the results. 

METHOD 

The three organizations studied were deliberately chosen to 
represent three different structural types, according to Mintz- 
berg's (1979b) typology: one machine bureaucracy, one pro- 
fessional bureaucracy, and one adhocracy. Given that several 
authors have suggested that different organization structures 
may produce different types of decision-making processes 
(e.g., Mintzberg, 1979b; Shrivastava and Grant, 1985; Fred- 
rickson, 1986), three types of organizations were chosen for 
study, to enrich the data base, to provide exposure to as 
many different types of uses of formal analysis as possible, 
and also to enable me to make some preliminary comparisons 
between the different structures. The machine bureaucracy 
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These names are fictitious to protect the 
anonymity of the organizations partici- 
pating in the research. 

(Mintzberg, 1979b) is a type of organization in which coordi- 
nation is principally achieved by the standardization of work 
processes. Operating work in these organizations is stable, 
predictable, and well understood and is carried out by rela- 
tively unskilled personnel. The machine bureaucracy chosen 
(called here "Servico") operated a public service that satisfac- 
torily filled this description.1 The "professional bureaucracy" 
and the "adhocracy" are structures in which operating work 
is complex and must be carried out by highly trained profes- 
sionals (Mintzberg, 1979b). However, while work in the pro- 
fessional bureaucracy is relatively routine and repetitive, the 
adhocracy is oriented toward innovation, and its professionals 
work in multidisciplinary teams to produce one-time outputs. 
The sample professional bureaucracy was a hospital (called 
here "St. Gabriel's Hospital"), while the sample adhocracy, 
(called "the CAC") was involved in a form of artistic produc- 
tion. The three sites chosen were medium sized (between 
500 and 5000 employees) and were all under some form of 
public sector control. 
At each site, from eight to ten current or recent strategic 
issues were selected for in-depth study. The issues were 
chosen through discussions with the CEO (chief executive 
officer) and through the review of the minutes of top-level 
management committee meetings for the past two years. An 
attempt was made to choose a range of different issues, 
while ensuring that the most important issues for the organi- 
zation were included. In all, 27 issues were chosen. The 
topics covered a wide range, including diversification, market 
development, restructuring, vertical integration, closure of 
services, capital investments in equipment and facilities, 
overall productivity, and strategic planning. 
The next task was to identify all incidences of "formal anal- 
ysis" carried out on the 27 issues. This required some kind of 
operational definition of the concept of formal analysis itself. 
Paradoxically, given the precision and accuracy conveyed by 
the idea of formal analysis, such a definition is not easy to 
develop. While conceptual writers (e.g., Lindblom and Cohen, 
1979; Mintzberg, 1979a; Pondy, 1983) freely talk about the 
role of "formal analysis" in the abstract as any kind of sys- 
tematic approach to decision making, most empirical re- 
searchers have restricted their investigations either to a 
specific type of formal technique (e.g., Greenberger, Crenson, 
and Crissey, 1976; Frenois and Chokron, 1982) or more com- 
monly to work done by staff specialists of a particular kind 
(e.g., Meltsner, 1976; Kerr, 1982; Prince, 1983; Feldman, 
1983). But the concept of formal analysis means more than 
any specific technique, and formal analysis can surely be car- 
ried out by anybody. To understand the role and purposes of 
formal analysis in general, I generated an operational defini- 
tion of it that was broad enough to cover most of what the 
conceptual writers were talking about. Although the definition 
adopted is not as clear and easy to apply as methods focusing 
on specific techniques or staff groups, it is more general and 
could be operationalized sufficiently to be useful. The ap- 
proach used focuses on written documents reporting the re- 
sults of some systematic study of a specific issue. 
For every strategic issue in the sample, all documents related 
to this issue were collected. This set of documents formed 
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the raw material for identifying individual formal analysis 
studies and classifying them according to a number of criteria. 
Documents that were merely descriptive reports of events 
(e.g., minutes of meetings) were rapidly excluded from con- 
sideration. The remainder were examined in more detail. 
Gradually, a set of conventions was developed by which indi- 
vidual formal analysis studies could be circumscribed and 
identified in a fairly consistent way across the three organiza- 
tions. Eventually, a total of 183 individual incidences of formal 
analysis were identified for the 27 issues in the three organi- 
zations. Then, as some of these studies were clearly more 
analytically sophisticated than others, content analysis was 
used to place the studies in four different categories. The cri- 
teria for classification, described in Appendix A, were quanti- 
tative content, length of report, time input required, the 
number of alternatives considered, and the complexity of the 
methodology used. The four categories were labeled, in order 
of increasing analytical sophistication, armchair Studies, short 
studies, medium-sized studies, and major studies. While the 
armchair studies were generally rather short and unstruc- 
tured, involving the development of an argument based on 
relatively little data, the major studies usually required consid- 
erable quantitative data, multiple research methods, and a 
great deal of time. The distribution of the entire sample of 
studies between the four categories is illustrated in Table 1. 
This shows that very few lower-category studies were found 
for Servico, while a very large number were found for the 
CAC. St. Gabriel's Hospital falls somewhere in between. In 
fact, the absolute number of studies identified at the CAC 
was more than double that of each of the other organizations, 
although the number of issues examined was of the same 
order of magnitude. The difference is largely made up of re- 
ports of low sophistication. 

Table 1 

The Number and Frequency of Studies in Each Category of Analytical Sophistication by Organization 

Servico St. Gabriel's CAC Total 
Studies N % N % N % N % 

Armchair 2 4.3 4 10.0 30 31.3 36 19.7 
Short 4 8.5 8 20.0 27 28.1 39 21.3 
Medium 15 31.9 15 37.5 15 15.6 45 24.6 
Major 16 34.0 1 1 27.5 14 14.6 41 22.4 
Unclassified* 10 21.2 2 5.0 10 10.4 22 12.0 
Total 47 100.0 40 100.0 96 100.0 183 100.0 

* Insufficient information 

Three data sources were then used to examine the role of 
these formal analysis studies: documents, interviews, and di- 
rect observations. Documents were of crucial importance in 
identifying the individual studies, in tracing the chronological 
development of issues over time, and providing a fact base 
for later interviews with decision participants. Over 80 formal 
interviews were carried out with senior managers, analysts, 
professionals, and line managers who were in one way or an- 
other involved in the development of the issues. In addition, I 
was present at 26 senior management meetings across the 
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three organizations and was thus able to observe directly how 
people interacted with one another and how formal analysis 
might be used for some of the more current issues. 

At the first stage of data analysis, I viewed the data as a large 
sample of 183 individual formal analysis studies, regardless of 
the issues to which they were related or the organizations in 
which they were carried out. Patterns were sought in the 
ways studies were used, and a typology of purposes behind 
formal analysis was derived. Later, comparisons were carried 
out to determine whether different patterns tended to be as- 
sociated with different organizational contexts. 

THE PURPOSES BEHIND FORMAL ANALYSIS 

Interviews with people in the three organizations and conver- 
sations in meetings were the most important sources of in- 
formation concerning the purposes of formal analysis. The 
interviews were loosely structured to allow respondents to 
answer in their own words. However, usually, when any indi- 
vidual study was under review in an interview, I asked the 
question, "Why was this study done?" or more pointedly, 
"Why do you think X initiated this study?" Other information 
about the purposes of formal analysis was available from 
documents, and this was used to complement the verbal in- 
formation. 

In developing a typology of purposes, a number of a priori 
factors (e.g., my knowledge of previous literature and my 
previous work experience both as a consultant and as an in- 
ternal analyst in two different organizations) suggested pos- 
sible categories. I was also concerned to be as exhaustive as 
possible, while producing a parsimonious classification with a 
small number of components, each suggesting a distinct re- 
ality. The main objective, however, was to reflect the data 
accurately. To do this, in my first passes through the material, 
I generated a large number of purposes, sometimes using 
terms taken directly from interviewees: e.g., "education," 
"assistance," "side-tracking," etc. These were combined to- 
gether into internally consistent groups. The typology that 
eventually emerged consisted of four broad categories of 
purposes: (1) information, (2) communication, (3) direction 
and control, and (4) symbolic purposes. Within each of these 
broad categories, the original, more specific categories sur- 
vive as variants. These are listed in Appendix B and are de- 
scribed below. Clearly, no classification is perfect, and 
another researcher might group purposes differently. The in- 
formation and communication groups seemed self-evident in 
the data and correspond readily with other researchers' dis- 
tinctions between instrumental and justificatory uses of anal- 
ysis (e.g., Kerr, 1982; Meyer, 1984). Symbolic purposes for 
analysis were immediately very striking as a group during 
contact with the CAC, and they too have support in the litera- 
ture (Meyer and Rowan, 1977; Feldman and March, 1981). 
The direction and control group has been less frequently dis- 
tinguished by other authors. However, there were several im- 
portant studies in the sample in which the main motive for 
analysis seemed to be to stimulate other managers to get 
something done by asking for a report. This seemed both 
distinct from other categories and important, and elements of 
it have been suggested by Dalton (1959) and Quinn (1980). 

602/ASQ, December 1989 



Use of Formal Analysis 

Various definitions and labels (e.g., "attention focusing," "ac- 
tion") were examined before the final choice of a label was 
made. 

It should also be emphasized here that it was not always 
possible to associate a single type of motivation with each 
analytic study. Formal analysis has a number of obvious char- 
acteristics: it generates information, it is a vehicle for com- 
municating ideas, it focuses attention on problems, it 
symbolizes rationality, and it consumes time and energy. 
When people choose to initiate formal analysis, they are 
choosing a "gestalt"-not one particular characteristic of the 
whole. People may have several reasons for choosing to do 
an analysis. In coding the data, therefore, the four categories 
were not viewed as mutually exclusive. In fact, in the final 
coding, 55 percent of studies were associated with one broad 
type of purpose, 39 percent were associated with two types, 
5 percent were associated with three types, and 1 percent of 
studies were found to involve all four types of purposes. 

A special "purposes" data file was created for each study. 
This file included the following raw data items extracted from 
the complete data base: (1) extracts from all interview tran- 
scripts referring to reasons for initiating the study, (2) notes 
taken in meetings in which the reasons for doing a given 
study were discussed, and (3) all references to study objec- 
tives or purposes taken from the report itself or from other 
relevant documents (e.g., minutes of meetings, correspon- 
dence, etc.). 

On average, each file coded contained information from 2.34 
interviewees and from 1.34 documents. Twenty-one studies 
were excluded from the analysis because the information ob- 
tained was inadequate to make an assessment of the pur- 
poses behind the study. It is difficult to assess the effect of 
these exclusions on the overall results. However, the ab- 
sence of adequate data on a given study is often symp- 
tomatic of the low importance accorded to it by people inter- 
viewed. Purposes were then assigned to individual studies by 
reading carefully through the special files to determine 
whether each of the types of purposes described in 
Appendix B was relevant to that study, based on the informa- 
tion contained in that file. The quotations from interviews 
given in the next section provide examples of the types of 
statements that were seen as indicating the presence of dif- 
ferent kinds of purposes. Studies were classified solely on 
the basis of the information in the special files: the purpose 
had to be specifically indicated in documents or in the inter- 
view or meeting transcripts. Thus, the results on the relative 
frequencies of different purposes may be biased toward 
those purposes that were considered most presentable or le- 
gitimate in organizational terms and against those purposes 
that were less easily admitted. 

To improve the classification and examine its reliability, a 
second coder re-evaluated all the studies according to the 
same classification scheme. Disagreements were then dis- 
cussed and resolved by requiring each coder to carefully jus- 
tify his or her assessment. In their initial independent 
assessments, the two coders concurred about the presence 
or absence of the information, communication, direction and 
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Names and certain other details in the 
quotations have been disguised to protect 
anonymity, and some quotations have 
been translated from the original French 
by the author. 

control, and symbolic purposes for 78 percent, 85 percent, 84 
percent, and 88 percent of studies, respectively. Some signif- 
icance tests were carried out on comparative frequency data 
on the purposes behind analysis (presented below). Given the 
imperfect reliability of the classification, the tests were car- 
ried out using the three different codes (two coders' ratings 
and an agreed code). Many of the conclusions are strong 
enough to be insensitive to changes in the coder. A similar 
approach was used by Staw, McKechnie, and Puffer (1983) in 
their study of justifications for organizational performance in 
annual reports. 

The four groups of purposes identified for formal analysis are 
described below in more detail. Quotations from interviews 
are used liberally to illustrate the kinds of purposes identified, 
and qualitative observations are used to enrich the descrip- 
tion.2 

Information 
Formal analysis studies are often carried out to obtain infor- 
mation to gain a better understanding of issues. As one inter- 
viewee put it, "I have to do an analysis, have all the 
information . . . as much information as possible." This corre- 
sponds to the view purveyed by much of the prescriptive lit- 
erature on management, which presupposes that the person 
who initiates the study is in a state of uncertainty. Because 
information seeking is seen as a very legitimate motive for 
formal analysis, people tend to be very willing to cite such 
reasons in interviews. Moreover, most analyses generate 
some sort of information, whether this was the main purpose 
or not. Information collected is often later used to justify a 
proposal to others (a communication motive, discussed 
below), and it is rarely certain, even to internal people, to 
what extent the same information might have been collected 
anyway in order to take the decision and to what extent the 
initiator of the analysis was merely trying to construct a con- 
vincing case. For these reasons, the frequency of informa- 
tion-seeking motives may be overestimated here. However, 
it remains clear that this was an important motive for analysis. 
Fifty-three percent of the studies in the sample were classi- 
fied as involving this purpose, based on the data obtained. 

Information seeking via analysis could occur in various ways. 
Sometimes, the initiator of the study was seeking new 
knowledge open-mindedly: "It's very simple. I've always 
thought that to manage was to look ahead. So we absolutely 
have to install a system which focuses on what we want to 
do next year and brings together all the information in the or- 
ganization." But information seeking can also be less open- 
minded, as people seek to confirm a tentative opinion: "We 
had data which led us to come to this conclusion. And a study 
like that, coming from outside, could help us validate and 
confirm our ideas." 

Further information-seeking activity, especially at top-man- 
agement levels is oriented toward the verification of other in- 
formation sources reactively. This seemed to be particularly 
necessary when issues were highly technical and under- 
standing required specialized expertise that was not readily 
available to senior management: "We're prisoners of the 
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technicians, and they're not objective. At one point, we got 
the engineers involved simply to obtain an independent view." 
Cases were also noted in which top managers asked for 
analyses, not so much to obtain hard factual information but 
at least partially in order to sense the feelings of a wide range 
of organization members, what might be called "pulse 
taking." In fact, at the CAC (though not in the other two or- 
ganizations), the "call for papers" seemed to be an accepted 
way of simply finding out how organization members viewed 
issues: "I insisted that each and every one of that group write 
a paper on his own concerns. Then we'd meet for lunch and 
then swap the papers around and discuss what our points of 
view would be...." 

Communication 
Formal analysis is also often initiated by people who have 
very few doubts about what should be done. They are already 
in a state of conviction and use analysis simply to communi- 
cate this conviction or to bring other people over to their point 
of view. "I prepared the report because I knew we had to 
justify the project," as one interviewee stated. This should 
come as no surprise-the phenomenon has been noted by 
many people (e.g., Bower, 1970; Feldman and March, 1981; 
Kerr, 1982; Meyer, 1984). In fact, there is a perfect duality 
between the information-seeking and communication motives 
for analysis. However, while information seekers are likely to 
try to maximize the number of independent sources of infor- 
mation they receive, we can expect that communicators 
would like to minimize this number-and retain control over 
as many of them as possible. Overall, it is estimated that 57 
percent of the analyses in the sample were at least partially 
initiated with some kind of communication motive in mind. 

Analysis used for communication takes several different 
forms. Often it is simply used as a means of direct persuasion 
by a line manager who has a project for which he or she de- 
sires approval from senior management. The manager writes 
up a study him- or herself or delegates a subordinate to do 
the work. There is often no pretense here that information 
was a motive for the analysis, and the communicator's own 
criteria for the decision may be openly quite different from 
that of the principal target: "We didn't really do it for the 
profitability but for other reasons. The study . . . that was just 
because we had to have economics of it for the Board. We 
had to have something to support the decision. .." 

Sometimes, instead of doing the study him- or herself or 
delegating it to a subordinate, the initiator of a study asks an 
outside consultant or a staff person from a higher level to do 
the analytical work. Obviously, the communicator has seen 
that the credibility of his or her case will be enhanced if it is 
supported by an independent source. This manifestation of 
the communication motive could be called indirect persua- 
sion: "Well . . . we were chicken-we knew that if we came 
with a study as important as this done internally by a couple 
of sparrows, our chances of getting it through would have 
been less. And also, we wanted to confirm that our ideas 
were O.K. It was half and half." This kind of communication 
activity overlaps with information-seeking motives, especially 
at the level of self-confirmation. 
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In other cases, the most important communication targets for 
formal analysis may not be at the top, but among subordi- 
nates or colleagues. In fact, although top managers often 
have on paper all the formal authority necessary to impose 
their wills, they are aware that things will go more smoothly 
if everyone is convinced that the directions chosen are the 
right ones, or at least that they are inevitable. Several inter- 
viewees used the word "education" to describe this phe- 
nomenon. I identified two approaches to the use of formal 
analysis for the education of subordinates and colleagues. 
Sometimes, information was generated (i.e., statistics illus- 
trating the phenomena in question) and a direct appeal was 
made to the "pupil's" intelligence: "We're doing studies on 
this. That should help to convince certain people." In the 
second approach, emphasis is placed on participation in the 
decision-making process and developing commitment to de- 
cisions reached "collectively." "Education" in this mode may 
appear somewhat manipulative: 
We said, ''O.K.-nothing is decided yet-we'll set up a task force to 
look at alternatives." And we did put forward some ideas.... Natu- 
rally, we favoured option A. But if we suggested that, they would 
have all sorts of arguments-we had to get them to bring it up 
themselves. So we came in and said we wanted option B ... those 
were our "alternatives." . . . And so gradually through the discus- 
sion, they came round to saying O.K. to option A. 

In another variant of the communication motive, sometimes 
people use analysis to communicate their points of view 
("positioning"), even though they know there is little chance 
of influencing the organization's decisions in any immediate 
way. This is the communication counterpart of "pulse 
taking." This kind of motive was very common at the CAC 
and seems to account for a large proportion of the "armchair 
analyses" found in this organization. People seemed to feel a 
great need to tell others where they stood, or did not stand: 
". . . there has been no attempt to consult with us about this. 
This is a vacuum I'm working to fill. I'm writing a paper on 
it...." 

Direction and Control 
One interviewee explained, "They have to meet their objec- 
tives.... When they didn't do that, well, they had other 
people looking over their shoulder, and they didn't like it...." 
In this research, cases were encountered in which managers 
initiated formal analysis not so much because they needed 
information, nor because they needed to convince anyone of 
anything, but because they wanted a specific problem solved 
or a particular decision detailed and implemented. Analysis 
was used for direction and control to focus subordinates' at- 
tention on issues and to ensure that actions were taken. It is 
estimated that 25 percent of the sample involved this kind of 
motivation, which obviously overlaps with information seeking 
and may also occur in different ways. 

Line managers have responsibility over ceridin arena and 
often solve problems and initiate changes themselves. How- 
ever, sometimes problems are first identified or major 
changes are initiated from above. In this case, senior man- 
agement often delegated work to line managers by initiating 
a formal study and reporting process (direct delegation): 
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"There are programs and activities which must be specified 
to reach the ultimate objective. Human and financial re- 
sources are required. Even if these have been identified in a 
macro way before, I think decision-making must be dele- 
gated." The details of major decisions had to be worked out 
so that they could be implemented and action could be taken. 
Requesting a formal analysis report describing in detail what 
was to be done was a way of ensuring that the line was re- 
sponding adequately. 

But what happens when direct delegation fails to produce the 
desired results-when line management lacks the skills or 
the inclination to ensure that the desired action is taken or 
that the given problem is solved? One answer to this is to 
send someone to "help" them-usually a staff person-in 
another manifestation of the direction and control motive for 
analysis: "It wasn't a question of spying or anything like that 

it was mainly to help them. If they couldn't do it them- 
selves, they were helped." 

Symbolic Purposes for Analysis 
Several writers (e.g., Edelman, 1985; Meyer and Rowan, 
1977; Feldman and March, 1981) have suggested that soci- 
etal norms of rationality encourage organizations to adopt 
formal analysis procedures in order to legitimize their activi- 
ties and enhance their survival prospects, even though these 
procedures may not serve any immediate instrumental pur- 
pose. More specifically, because it is often used to obtain in- 
formation, to rationally justify positions, and to prepare for 
action, formal analysis has come to symbolize information 
use, rational decision making, and willingness to act. And 
when many people are involved in a study process, analysis 
may also symbolize participation and concern with other 
people's views. However, the fact that formal analysis is car- 
ried out does not ensure that information will be used, that 
rational arguments can influence the decision, that action will 
be taken, or that anyone's opinion will be listened to. Analysis 
may therefore also be used to convey a message that is 
purely symbolic-to impress others within or outside the or- 
ganization or to hide another less laudable motive. The fol- 
lowing quotations illustrate various facets of the symbolic 
uses of analysis: 
Symbolizing rational decision making: The project would have gone 
ahead anyway. If we had wanted to use the analysis to say "No"- 
we could have done some more work, but it would have gone ahead 
anyway. It was a question of principle ... you have something which 
goes through with no authorization or discussion-that scared me. 
That must not happen because tomorrow, it'll be something else.... 
Symbolizing action: Well, it was a way of making a decision to go 
ahead without making a decision to go ahead. So it was possible to 
say "We're moving to a new phase...." 
Symbolizing participation and concern: ... I think it was part of his 
campaign strategy to get support for his candidacy as CEO . .. but 
that's a cynical view. I'd also like to believe he was looking for ideas 
and genuine input. 

Certain authors (e.g., Beyer and Trice, 1982; Meyer, 1984) 
have tended to use the term "symbolic" in a broader way 
than I have done in this study by including all noninformational 
uses of formal analysis in the symbolic category (in particular, 
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those I have described under "communication"). However, 
when analysis is used for persuasion, the implicit message, 
"Here is what I want and here is why you should approve it," 
is not inherently "symbolic." It becomes so only if it is trans- 
mitted to a target who really has very little power to decide 
on the issue. The analysis may then allow the target to be- 
lieve that he or she participated in the decision and/or took 
the decision rationally. Such cases did occur in the sample, 
and there is therefore some overlap between communication 
and symbolic purposes, but all uses of analysis for communi- 
cation are not necessarily symbolic. 

As several writers have suggested, symbols serve a very 
useful function in organizations, and skilled managers are 
masters of them (Meyer and Rowan, 1977; Peters, 1978; 
Pfeffer, 1981). But the symbolic studies identified in my re- 
search sometimes left people rather angry: "I'd much rather 
someone would say to me, 'Look, Dick, old boy-this is 
it.... Don't give me that crap'." In fact, when symbolic uses 
of analysis were mentioned by interviewees in general, it was 
often either in a derogatory way (notably by targets of the 
symbolic message) or with a hint of conspiratorial complicity 
with the interviewer (by participants in the creation of the 
symbol): they were viewed as slightly underhand. All this may 
seem paradoxical, given that symbols are intended to en- 
hance legitimacy. The explanation lies in the fact that a 
symbol loses most of its value as soon as people suspect that 
it is a symbol-and not the real thing (see also Pfeffer, 1981). 
It is conceivable that the studies identified explicitly as having 
symbolic purposes in my sample may be biased toward the 
less successful symbolic uses of analysis-less successful 
because their nature has been revealed explicitly (to the re- 
spondent, to the researcher, and therefore probably to 
others). Other studies, whose role is also symbolic, may not 
have been identified as such by participants because they 
have succeeded so well in their symbolic function that this 
may be hidden, perhaps even from those who participated in- 
timately in their development. As suggested by Pfeffer 
(1981: 47), "management and politicians fool themselves as 
well as others with their symbolic acts." Moreover, if the illu- 
sion is preserved, such studies are also more likely to begin 
to serve substantive functions as well as symbolic ones. As 
Feldman and March (1981: 181) suggested, the dynamics of 
symbols are such that symbolic uses of information can be 
gradually transformed into instrumental ones as "individuals 
who request information are likely occasionally to find it 
useful, even to come to believe in the general utility of infor- 
mation gathering." The best symbol is of course the real 
thing, which makes empirical identification of symbolic uses 
of formal analysis rather difficult. Because such purposes are 
less easily recognized and admitted, they are also less easy to 
detect. Thus, although only 19 percent of studies were asso- 
ciated with this purpose through the classification process, 
this may be an underestimate. I believe that the results ob- 
tained here are nonetheless revealing. They demonstrate the 
existence of symbolic motives and provide indications of their 
perceived prevalence in each of the three organizations. 

One other characteristic of formal analysis is that it consumes 
time and energy. Normally, one would view this as the cost of 
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doing analysis. However, it can sometimes become an end in 
itself: analysis is used for procrastination. Formal analysis 
may postpone the moment of truth when a decision must be 
taken or may divert attention until problems resolve them- 
selves. At Servico and at St. Gabriel's, this type of motivation 
was mentioned only rarely. But Brewer (1981) placed great 
emphasis on it in his evaluation of the role of analysis in gov- 
ernment, and at the CAC, this motivation was suggested by 
several interviewees: "All I wanted was to be able to gain 
time...." Other formal analysis studies would probably never 
have taken place but for the serendipitous occurrence, more 
or less unrelated to the issue at hand, that someone was 
available with a particular kind of expertise waiting to be used: 
Then I bumped into Ivor by accident- I know him well because we 
used to work together. I said, "What are you up to these days?" And 
he said, "Nothing much- I've left my old job and I'm looking for 
something else...." So we had a drink together and I said, "I have 
this problem . . ." and I gave him a small contract. 

Not all human activity is purposeful-not even the initiation of 
a formal analytic study in a fairly large organization. Organiza- 
tions of this size have analysts permanently on staff, and 
these people must keep themselves (or be kept) occupied in 
order to justify their existence. Because the use of analysis 
for procrastination or to keep analysts occupied is not gener- 
ally perceived as legitimate, the symbolic aspects of formal 
analysis noted above are crucial to disguise such behavior, so 
these motives are grouped together in the same broad cate- 
gory. 

THE PURPOSES FOR ANALYSIS AND ITS SOCIAL 
INTERACTIVE CONTEXT 

The use of formal analysis has often been associated with the 
classical rational actor model of decision making and thus 
viewed as somewhat incompatible with political and social in- 
teractive processes. But from the above discussion, it should 
be clear that far from being incompatible, formal analysis and 
social interaction are closely related. Formal analysis would be 
less necessary if everybody could execute their decisions 
themselves, and nobody had to convince anybody of any- 
thing. In fact, one could hypothesize that the more decision- 
making power is shared between people who do not quite 
trust one another, the more formal analysis tends to become 
important. Formal analysis is often done to obtain information, 
but people also use it for communication, direction and con- 
trol, and for its symbolic value in conveying messages of ra- 
tionality, concern, and willingness to act. Even when they use 
formal analysis for information purposes, they may be 
checking up on other information provided by other people- 
because they do not quite trust it. To understand the role of 
formal analysis in organizations, it is necessary to understand 
how it is related to its social interactive context. 

In the remainder of this paper, the relationship between the 
use of formal analysis and its social interactive context is ex- 
plored, and six interaction patterns are identified. I examine 
how the nature of the hierarchical relationships between the 
participants in the analysis process may help to predict how 
it is used. The frequencies of different purposes for analysis 
in the three organizations are then compared and these re- 
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suits are related to the nature of the organizational structures 
involved. 

Interaction Patterns 

To characterize the social interactive contexts surrounding the 
individual formal analysis studies inventoried, I identified, for 
each incidence of analysis, the "initiator" of the study (the 
person who first requested or suggested it), the "executor" 
of the study (the individual or group responsible for carrying it 
out), and the main "targets" (the individuals or groups to 
whom the study was principally addressed). By examining the 
hierarchical links between these three participants in the pro- 
cess, most incidences of analysis could be mapped onto one 
or more of six interaction patterns, built around the elemental 
interaction triad shown in Figure 1. This consists of a mini- 
organization chart connecting three types of people: a man- 
ager (M), a line person reporting to M (L), and a staff person 
(S). This staff person may be an internal analyst, reporting 
hierarchically to M, or an independent consultant. When the 
initiator, executor, and targets of any incidence of analysis are 
identified and linked on this skeleton organization chart, the 
interaction pattern for the analysis is obtained. Each interac- 
tion pattern is summarized by three letters identifying se- 
quentially the relative hierarchical positions of the initiator, the 
executor and the main target(s) of the study. For example, in- 
teraction pattern "L-L-M" indicates that a study is initiated by 
line management (L), executed by line management (L), and 
sent up the hierarchy to top management (the target-M). By 
combining the three roles (initiator, executor, and target) with 
the three points in the triad, one could theoretically obtain 3 
x 3 x 3 = 27 possible combinations. However, many of 
these are either unlikely or seem to be minor variants of 
others. In order to create a meaningful but relatively parsimo- 
nious classification, a certain number of conventions for iden- 
tifying line and staff people, for telescoping the hierarchy, and 
for combining targets were developed. This resulted in the six 
main interaction patterns described below and illustrated in 
Figure 2. Ninety-five percent of the studies for which suffi- 
cient information was available could be classified in this way, 
although some studies were placed in more than one cate- 
gory (see Appendix C). 

The frequencies of each of the major categories of purposes 
for each interaction pattern are presented in Figure 3. As indi- 
cated, several key differences between the patterns are sta- 
tistically significant, both for the agreed purposes and for 

Figure 1: The elemental interaction triad. 

M (Manager) 

S 
(Staff) 

L (Line) 
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Figure 2: The six interaction patterns. 

(1) L-L-M Direct (2) L-S-L/M Indirect (3) S-S-M/L Staff- 
M Bottom-up M Bottom-up Study M initiated Study 

Study ......... 
\M i Study initiated by The study is 

SO The study is S line but staff are S initiated and 
initiated and asked to do the carried out by staff 
carried out work. Results are analysts reporting 
by line usually sent up the to management. 
management hierarchy in some 

L and sent up the form. 
hierarchy. 

M (4) M-L-M Direct M (5) M-S-M/L Top- M (6) M-US-M/L 
Delegation down Staff Study Task-force 
Study Study 

initia|thed b uy 
i l S y | initiated by The study is 

Initiated by management at the initiated by 
management atl : top but staff people management at 

the top and 
line are asked to the top and 

po peo are asked execute the work. L executed by a 
L to execute the multidiscipli- 

work. l | nary task force. 

* Indicates that this individual initiated the study. The thick line connects initiators 
Other individuals are indicated by unfilled WI and executors: A asked B to do a 
circles. B study. 

, *i The thin line connects executors 
Indicates that this individual was the executor and main targets. Other targets 
of the study. may be indicated with dotted lines. 

those suggested by the two coders separately. Moreover, the 
same key differences tend to emerge when the three organi- 
zations are considered separately, even though these organi- 
zations were structurally very different. The data used to 
construct the figures and to carry out the tests are presented 
in Appendix D. I now summarize briefly the implications of 
each of the six interaction patterns as suggested by the re- 
search results, using qualitative descriptions of the types of 
behavior observed, supported by quotations from interviews 
to build on the quantitative comparisons in Figure 3. 

It was suggested earlier that when an individual chooses to 
initiate a formal analytic study, he or she is choosing a "ges- 
talt" that has a variety of different properties. The data pre- 
sented here suggest that different interaction patterns may 
correspond to different gestalts, grouping together somewhat 
different sets of purposes. Moreover, each pattern seems to 
have its own political dynamics related to the different hierar- 
chical positions of participants, their diverging motivations, 
and their different knowledge bases. In the discussion of 
each pattern, I put forward propositions concerning the pur- 
poses behind this type of study. These propositions are sup- 
ported by the data presented in Figure 3, although because of 
small sample sizes, I have limited statistical tests to grouped 
data. I also provide some examples of the kinds of political 
issues raised by each of the patterns, based on qualitative 
evidence obtained from interviews. 
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Figure 3: Frequencies of different purposes for formal analysis by interaction pattern. 
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The shaded background area shows the frequency of the four types of purposes across the entire sample. 

Statistically Significant Differences between Interaction Patterns, Controlling for Organization 

Interaction patterns are often grouped together in this analysis to create sample sizes large enough for 
statistical tests, e.g., direct bottom-up (L-L-M), indirect bottom-up (L-S-LIM), and staff-initiated (S-S-LIM) 
interaction patterns are all "bottom-up." Direct delegation (M-L-M), top-down staff studies (M-S-M/L), and 
multidisciplinary task forces (M-LIS-M/L) are all "top-down." Mixed patterns are both bottom-up and top- 
down. The total number of cases associated with each interaction pattern is 47, 15, 11, 24, 18, 20, and 20, 
respectively (see Appendix D). 

1. Information motives are less frequent with direct bottom-up studies (L-L-M) than with the other pure 
interaction patterns. Differences in proportions significant (p < .01) for overall sample (Coder 1, Coder 2, and 
agreed codes). Differences significant (p < .01) both for St. Gabriel's and the CAC taken separately using chi- 
squared test (sample sizes too small for test of differences in proportions). Differences in the same direction 
for Servico, but not significant. The Cochran-Mantel-Haenszel general association statistic controlling for 
organization is significant (p < .01). 

2. Communication motives are more frequent for bottom-up interaction patterns (i.e., direct bottom-up studies, 
indirect bottom-up studies, staff-initiated studies, and mixed studies) than for other interaction patterns. 
Differences in proportions significant for overall sample (p < .01) (Coder 1, Coder 2, and agreed codes). 
Differences significant (p < .05) for St. Gabriel's and for the CAC (p < .01) using chi-squared test. Differences 
significant (p < .05) for Servico using Fisher test (expected cell frequencies too small for chi-squared test). The 
Cochran-Mantel-Haenszel general association statistic controlling for organization is significant (p < .01). 

3. Direction and control motives are more frequent for top-down interaction patterns (direct delegation, top- 
down staff studies, multidisciplinary task forces and mixed studies) than for other interaction patterns. 
Differences significant (p < .01) for overall sample using chi-squared test (Coder 1, Coder 2, and agreed 
codes). Differences significant (p < .01) for the CAC using chi-squared test. Differences significant for Servico 
(p < .01) and St. Gabriel's (p < .05) using Fisher test. The Cochran-Mantel-Haenszel general association 
statistic controlling for organization is significant (p < .01). 

4. Multiple types of motives are more frequent for interaction patterns involving more actors (multidisciplinary 
task forces and mixed patterns) than for others. Differences in proportions significant (p < .01) for overall 
sample (Coder 1, Coder 2, and agreed codes). Differences significant for the CAC (p < .01) using chi-squared 
test. Differences in the same direction for Servico and St. Gabriel's, but not significant (p > .10). 

612/ASQ, December 1989 



Use of Formal Analysis 

Pattern L-L-M: The direct bottom-up study. This interaction 
pattern applies to studies in which the initiation and execution 
of a study is under the hierarchical control of a single line area 
(L), while the main target is at a higher hierarchical level (M). 
The content of the report sent up the hierarchy is thus fully 
controlled by line-area management. People with independent 
access to top management have had no input, and the initia- 
tive lies not with top management but with the line area it- 
self. This interaction pattern was often present in combination 
with others. For example, a senior manager might ask a staff 
subordinate to study an issue within the domain of a line 
subordinate (M-S-M/L, the top-down staff study). This report, 
or some version of it, is then sent by this senior manager to 
his or her hierarchical superior (i.e., pattern L-L-M, the direct 
bottom-up study). Only "pure" L-L-M studies (about 30 per- 
cent of the sample) are identified as direct bottom-up studies 
in the graphs in Figure 3. Those involving more than one set 
of interactions are classified as "mixed." 

As illustrated in Figure 3, direct bottom-up studies are firmly 
and consistently associated with communication purposes. 
This interaction pattern was associated with attempts to ob- 
tain approval for desired projects in all three organizations (di- 
rect persuasion) and with less focused "positioning" by 
professionals and managers, especially at the CAC. Pure 
bottom-up studies were also on average less analytically so- 
phisticated than studies using other interaction patterns. The 
differences were significant (p < .01) and consistent across 
the three organizations. Because their authors have a clear 
message they want to communicate, these studies tend to 
compare fewer alternatives and are clearer about the actions 
recommended than others. Moreover, because they are often 
carried out by line people, rather than staff analysts, simpler 
methodologies are used. 

Given that the people who initiate and execute bottom-up 
studies are usually already in a state of conviction about an 
issue, and often have a personal interest in championing it, 
one would expect this kind of study to be received with a 
good deal of skepticism by its targets. In fact, bottom-up 
studies done by professionals (doctors at St. Gabriel's and 
especially artists at the CAC) were particularly likely to be ig- 
nored, as many were done for positioning purposes-there 
was little expectation that influence would be very high. It 
was also clear that for some professionals, perhaps more 
than for other managers, formal analysis was often only one 
relatively minor element in their strategy for getting what they 
wanted: "I prepared the report because I knew we had to 
justify the project. But on its own, it wouldn't have worked. I 
had to take other steps...." 

"Mixed" studies involving both bottom-up and top-down pat- 
terns are much less clearly associated with communication 
(see Figure 3) and tend to be more analytically sophisticated 
than pure bottom-up studies (differences were significant at 
p < .01 over the whole sample). In these cases, the bottom- 
up process was preceded by a top-down phase in which ini- 
tiators of studies used analysis for information or for direction 
and control. It was noticeable, however, that when such 
studies were sent up the hierarchy in the bottom-up mode, 
uncertainty tended to be absorbed along the way (as sug- 
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Because of this, a dotted line rather than 
a full line is used to connect "S" to the 
hierarchy in the diagram representing this 
interaction pattern in Figure 2. 

gested by March and Simon, 1958): the number of alterna- 
tives was reduced, and a more decisive tone was taken in the 
report. Reasons for adopting the course of action proposed 
were multiplied, and those for adopting alternative courses of 
action were suppressed. 
Pattern L-S-L/M: The indirect bottom-up study. Here, the 
study is initiated by the line but executed by staff people who 
are not under the direct hierarchical control of the initiator. 
The study may be used locally, but it is also sent up the hier- 
archy in some form. The staff people used may be hierarchi- 
cally responsible to top management, or they may be outside 
consultants, as in fact occurred with most of the cases en- 
countered.3 Here, the line controls the mandate of the study 
but has less control over its content than with the direct 
bottom-up study. This assumes that external consultants are 
usually more independent of study sponsors than internal an- 
alysts under the hierarchical authority of the line (L) may be. 
This assumption may not always be true but wastclearly 
shared by people interviewed: "Well, coming from the out- 
side and not being under the CEO . . . I had greater liberty of 
expression than other team members." Ten percent of the 
sample of studies used this pure pattern. 

Indirect bottom-up studies are clearly associated with both in- 
formation and communication purposes, as shown in Figure 
3. Outside analysts are used to obtain access to expertise 
unavailable internally (information) but also to make the con- 
clusions more credible to targets at higher levels (communi- 
cation): "We didn't know. And when we don't know, we get 
someone from outside . . . and at the same time, that gives 
Board members confidence." For several instances of the in- 
teraction pattern, the initiator was in fact clearly looking for 
support for a preconceived idea. People in this position are 
torn between two more or less incompatible objectives: to 
control the content of the information sent to their superiors 
and to maximize the credibility of this information by making 
it appear to come from an independent and objective source. 
If line managers really do control the information contained in 
these studies, then it will be difficult to make them appear in- 
dependent: "I didn't even read that report-I just filed it, be- 
cause it was simply a commission-the consultants just 
wrote what he told them to write." And if the source is really 
independent, then control over the information is at least par- 
tially lost and there is a risk that the analysts will fail to come 
to the desired conclusions. A trade-off has to be made be- 
tween the risk that the analyst will not confirm one's ideas 
and the potential return if he or she does. With pattern L-L-M 
(the direct bottom-up study), the risk is zero, but the potential 
return may also be low. With L-S-UM (the indirect bottom-up 
study), the risk is higher and so is the potential return-with 
the level of risk and potential return increasing as the analyst 
moves further away from the initiator in terms of perceived 
independence and credibility with the management target. 

Indirect bottom-up studies were typically more analytically 
sophisticated than those using other interaction patterns (sig- 
nificant at p < .01). However, several studies were also 
rather unclear about their recommendations. One reason for 
this is that there were sometimes discrepancies between the 
analysts' personal conclusions, based on their own expertise, 
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and what the sponsoring client wanted the study to demon- 
strate. Typically, these studies went through many discussion 
drafts as sponsors objected to certain conclusions and tried to 
persuade analysts to modify their report. The result was 
usually a compromise: a report that made few precise rec- 
ommendations and left much of the interpretation of the data 
to the reader: "So a firm of consultants was called in to do 
this study which . . . they didn't really recommend any- 
thing.... And the report was tabled, and it was a very iffy 
sort of a situation really...." Deliberate vagueness to dis- 
guise differences of opinion occurred in at least three cases, 
all of them major studies, of three different issues. In his re- 
search on the use of operations research in the British Min- 
istry of Defense, Kerr (1982) identified the same phenomenon. 

Pattern S-S-M/L: The staff-initiated study. In this pattern, 
staff people (i.e., those with no formal authority concerning 
the issue) initiate and carry out the study, which may be sent 
to line colleagues and to management superiors. Staff control 
the definition of the problem, the work carried out, and the 
destination of the report. The initiating staff person may do 
the study him- or herself, delegate a subordinate, or hire an 
outside consultant. The sample size is small here (11 cases), 
so the conclusions are tentative. 

Staff-initiated studies are particularly associated with informa- 
tion and communication purposes. They may also be done by 
analysts to symbolize activity and usefulness. Staff analysts 
view their jobs as suppliers of information, and this is re- 
flected in the motivation profile in Figure 3. But some analysts 
also became personally very committed to certain specific 
ideas. Their analysis activity became oriented toward ex- 
ploring and advocating these ideas. Also, when analysts ini- 
tiate studies, it may be partly because they have time and 
skills available that they must use to justify their existence. 
This explains the higher than average frequency of symbolic 
purposes for this configuration in Figure 3. 

Consistent with the conclusions of other researchers (Alter, 
1978; Wedley and Ferrie, 1978), few staff-initiated studies in 
the sample ultimately led to the implementation of what was 
recommended. In fact, this interaction pattern was used for 
some of the most spectacularly unsuccessful incidences of 
formal analysis observed. The pattern seems to go something 
like in this analyst's account: 

Well, so we initiated the process-and it was a pretty complex pro- 
cess I must admit, which quickly caused reticence amongst man- 
agers . .. because we entered a bit into their areas of activity. We 
questioned established ways. And they were ill at ease with that. 
And this resulted in all kinds of normal reactions . . . well, you get us 
to work on this but these deadlines are impossible ... we don't 
have the time, etc., etc.... So there was some insecurity about the 
whole thing.... and the last point, which was the main point really 
because if we'd had it on our side we would have completed the 
process, it was the lack of the CEO's support. He said "Yes"-but 
when it was time to say, "Yes, and that's how it's going to be," he 
didn't say it. And from that moment on, nothing worked. 

Of course, line-staff tensions occur in almost any analysis ac- 
tivity in which staff are involved in studies that overlap line 
responsibilities. However, the consequences are perhaps 
more strongly felt with staff-initiated studies, because, while 
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the analyst usually has senior management's consent for the 
initiative, the senior manager concerned may not necessarily 
have internalized the analyst's driving motivations for the 
study. In the face of line resistance, his or her support may 
crumble rather easily. The analysts involved in the most dra- 
matic staff-initiated disasters were clearly "intrapreneurs." 
They mobilized considerable resources and energy in the face 
of skepticism, opposition, and even (so I'm told) sabotage. 
However, they needed executive power to make changes of 
the order they envisaged. In the two most important cases 
(one at Servico and one at the CAC), full top-management 
support of the analyst and the success of the analysis effort 
would have implied initiating drastic action, including major 
structural changes that might have involved firings and de- 
motions. The senior managers concerned clearly felt 
railroaded. Through their activities, entrepreneurial analysts 
tended to invade the territory not only of line people at lower 
levels, but also that of their management superiors. Staff- 
initiated studies seem to be risky. In my study, the risk never 
paid off -although based on a sample of 11, I can by no 
means claim that it never will. 

Pattern M-L-M: The direct delegation study. Here, the 
study is initiated by a manager, and the work is delegated to 
a line subordinate. The manager at the top controls the defi- 
nition of the mandate, while the line fully controls the re- 
sponse to it. Independent staff people are not involved, 
although the line may use subordinates to help respond to the 
request. About 19 percent of the sample used this pure inter- 
action pattern, sometimes in combination with a bottom-up 
pattern. 
As shown in Figure 3, direct delegation studies are associated 
with information and direction and control purposes. They 
represent the use of "normal" formal organizational channels 
for carrying out analysis. This pattern expresses top-manage- 
ment confidence in the line's expertise and ability to imple- 
ment decisions: "The analyses were done by the different 
functional areas.... we said to ourselves, 'We have to have 
confidence in each other-we receive the studies and they 
are accepted'." For these reasons, this pattern tends to be 
rather uncontroversial. It leaves full control of the content of 
the study to the line manager. However, if senior manage- 
ment is not satisfied with the information provided or with the 
actions taken, the situation could become more threatening. 
Persistent failure to satisfy management requirements would 
result in mandates being given to outside people-creating a 
much more tense situation: pattern M-S-M/L, the top-down 
staff study. 

Pattern M-S-M/L: The top-down staff study. Here, manage- 
ment initiates a study and asks staff people to carry it out. 
Management therefore controls the mandate of the study, 
the staff control the content, and line people have virtually no 
control at all. This was a fairly common pattern, representing 
about 18 percent of the sample, sometimes in combination 
with other patterns. 
As with direct delegation, two types of purposes tend to 
occur more frequently than average for top-down staff 
studies: the need for information from an expert source or 
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the need for some kind of control with respect to line man- 
agement (see Figure 3). Staff people were sometimes asked 
to provide expert opinions, information, or suggestions to 
managers that involved no contact with or intrusion into the 
domain of line people lower in the hierarchy. Sometimes, 
however, the motivation had definite control elements. Staff 
analysts could be used because senior management had 
been unable to obtain what it required by direct delegation to 
line management, and sometimes, they were used to check 
out information provided by the line (reactive verification). 

Certain staff analysts seemed to be particularly valued for 
their creativity and ability to challenge established ways of 
doing things, in spite of the fact that some or all of the time, 
their ideas were too "way out" to be given serious consider- 
ation or too theoretical to be applied directly: "His ideas can 
be a bit shocking-but they force you to think." This idea of 
the top-down staff study as a "challenge" appears particularly 
strongly when analysis was used for "assistance"-to stimu- 
late action and problem solving on the part of the line (a di- 
rection and control motive). As one analyst put it: "I would 
say that 90 percent of consultant studies are not imple- 
mented. It has to be this way. If I was a manager, I wouldn't 
implement them either. The manager has to use his own 
judgment-he has to live with the thing-analyses only 
serve as a challenge." 

Sometimes this type of study could present a particularly 
strong "challenge" to line managers. In at least one case, the 
line person involved was demoted as an indirect result of the 
study. Usually though, the line manager's job was not so se- 
riously threatened and, in fact, staff people faced a difficult 
dilemma in handling the situation. To obtain the information 
they needed, they had to maintain good relations with the 
line, but they were often there to make recommendations 
that might reflect badly on the individuals concerned. Failure 
to maintain good relations would mean difficulty in obtaining 
information and a report that had little credibility. Excessive 
concern with good relations could, however, defeat the pur- 
pose of the exercise-to take an objective look at the situa- 
tion. 

The difficulties of maintaining objectivity also arose when 
top-down staff studies were used for "reactive verification," 
e.g., to evaluate a project proposed by somebody else. 
Sometimes, the line people proposing the projects were in 
fact more expert in the area than the analyst: "When the ad- 
ministration realized the problem, they asked me to take a 
look at it. But it is difficult to get the credibility. I wasn't really 
an expert- I had just arrived. What was missing was a really 
objective analysis." Moreover, over the long term, analysts 
would develop personal relationships with certain line man- 
agers, which made independent evaluation very difficult. In 
one of the three organizations, analysts were deliberately ro- 
tated round the organization in a conscious attempt to over- 
come the staff's tendency to develop loyalties that 
compromised their independence. 

Pattern M-L/S-M/L: The multidisciplinary task-force study. 
Studies in this category are initiated by managers and carried 
out by multidisciplinary task forces or ad hoc working groups. 
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These task forces may include both line and staff people, or 
they may include line people from different functional areas 
(and no people in staff positions). The manager controls the 
definition of the mandate, and control over execution is 
shared by many people, with no one having absolute authority 
over the others. Seventeen percent of the sample used this 
pattern, sometimes in combination with a bottom-up pattern. 

A combination of information, communication, direction and 
control, and symbolic purposes tends to lie behind multidisci- 
plinary task-force studies, as illustrated in Figure 3. Task forces 
are ideal mechanisms for obtaining input and information 
from a wide variety of people concerning issues (an informa- 
tion purpose). They are also seen as an ideal mechanism for 
developing involvement and therefore commitment to pro- 
posals. Some task forces seemed more oriented toward top- 
down "education" of line managers and/or professionals (a 
communication purpose), rather than being pure study and 
decision mechanisms. Other task forces, notably at the CAC, 
where management was undergoing a crisis, seemed to be 
set up to gain time and give people the impression that they 
were participating in decisions (a symbolic purpose). Finally, 
others were established so that coordination could take place 
between various functional areas over the implementation of 
certain well-defined projects (a direction and control purpose). 
Often several purposes were involved simultaneously. As in- 
dicated in Figure 3, significantly more types of purposes per 
study were associated with this pattern than with others. The 
wide participation of organization members allows scope for 
many different motives and for many different political phe- 
nomena to occur. 

In consonance with this, almost all task forces were the 
scene of interpersonal tensions of some kind. This was par- 
ticularly true when there was ambiguity over the leadership 
and mandate of the study. Ambiguity over leadership was 
very common. Task forces were often set up with nominal 
II coordinators," but without formal hierarchical authority, 
power usually flowed toward the person with the greatest 
expertise, energy, and interest in the issue under study. 
There was a clear difference between the nominal and real 
leaders of task forces in at least six cases in the sample: 
"The problem was that the project leader didn't know any- 
thing either. So she was dependent on Bill and hating it." An- 
other interviewee commented: "I was the one who wrote 
the report. He took the position of mediator mainly." 

In fact, because of this ambiguity over leadership, task forces 
often provide a secondary battleground for career rivalries, 
even if people are not too far apart on substantive issues: 
"Everyone on the task force was hoping that he would be the 
one to take over this new unit." This kind of ambiguity and ri- 
valry over leadership could be constructive if it encouraged 
people to be creative and gave them an opportunity to dem- 
onstrate their skills and leadership potential. However, when 
ambiguity over leadership was combined with ambiguity over 
the mandate for the study and conflict over substantive 
issues, the results could be disastrous. This occurred for one 
issue at the CAC. Management apparently felt that if ev- 
eryone was put into the same room together they could 
come up with a consensus and that consensus would decide 
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what should be done. In fact, the opposite occurred: "There 
were about 200 different viewpoints but there was no institu- 
tional viewpoint. We spent days and days arguing about 
various options . . . all sorts of technical details . . . but no- 
body stated what kind of thing we were really trying to do." 
Coordinated action across functional areas seems to require 
clarity of purpose on the part of senior managers who ulti- 
mately have to act as referees whether they participate di- 
rectly or not. The wide literature on small groups (Collins and 
Guetzkow, 1964; Cartwright and Zander, 1968; Brandstatter, 
Davis, and Stocker-Kreichgauer, 1982) tends to support these 
conclusions. 

COMPARISON OF THE THREE ORGANIZATIONS 

The relationship between the purposes behind analysis and 
its social context is now examined at a more macro level by 
comparing the three organizations. Given that these organiza- 
tions had different structural configurations (Mintzberg, 
1 979b), one would expect the overall social interactive con- 
text also to be different in the three organizations, generating 
different patterns of purposes. This expectation is confirmed, 
as shown in Figure 4. Although not all the differences ob- 
served are statistically significant, the CAC apparently used 
analysis less for information and more for communication and 
symbolic purposes than the other two organizations. Servico 
is the most information oriented, the most control oriented, 
and the least communication oriented, while St. Gabriel's 
Hospital generally falls in the middle but is the least control 
oriented of the three. 

With a sample of only three organizations, it is impossible to 
draw firm conclusions about the causes for these differences. 
However, they do not seem inconsistent with the nature of 
the organizational structures represented, and it is therefore 
hypothesized that the patterns in the purposes behind formal 
analysis may vary depending on the organization's structural 
configuration. For example, the relative importance of infor- 
mation and direction and control purposes at Servico seems 
consistent with the machine bureaucratic nature of this orga- 
nization-a structure in which decision-making power is con- 
centrated at the top and where the technostructure is very 
important. In fact, the CEO here was well-known for defining 
in very clear terms exactly what was required in analyses. 
This insistence on detail at the top was transmitted down the 
hierarchy, because people knew that their proposals would 
have to be well documented: "You really had to be on your 
toes when you presented something at management 
meetings . . . he always had the right questions." If people 
did not produce information satisfactory to the CEO, they 
would be sent back to the drawing board until they did. Re- 
peated failure to respond as required might ultimately affect 
a manager's career path within the organization: the direction 
and control orientation of analysis was very evident here. 

At St. Gabriel's Hospital, the CEO was also an avid consumer 
of information and seemed very concerned that decisions 
should be taken rationally. However, although this organiza- 
tion could function in a similar way to Servico for administra- 
tive-type issues, it was not possible to operate this way for 
some of the most crucial issues in which medical staff were 
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Figure 4. Frequencies of different types of purposes by organization (% 
of studies associated with each type of purpose based on agreed 
classifications). 
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Statistically Significant Differences in Proportions (One-Tailed Tests)* 

Servico vs. St. Gabriel's Servico 
St. Gabriel's vs. CAC vs. CAC 

Purpose C1 C2 A C1 C2 A C1 C2 A 

Information NS * NS 
Communication NS NS 
Direction & control NS NS NS NS 
Symbolic purposes Values too small Values too small Values too small 

p < .01; Up < .05; *p < .01 
* C1 = coder 1, C2 = coder 2, and A = agreed score. N = 41 for Servico, 

N = 38 for St. Gabriel's, and N = 83 for the CAC. 

involved. Some of these issues were necessarily initiated by 
the medical staff members themselves, making bottom-up 
communication an important purpose for analysis. However, 
even when initiatives came from the CEO, it was not easy to 
use analysis in a direction and control mode as at Servico. 
Most physicians were not even on the payroll and could not 
be forced to comply with management requests. But al- 
though doctors could not be directed, they might be "edu- 
cated" through involvement in decisions and exposure to 
relevant information. This contributes to explaining the rela- 
tive infrequency of direction and control purposes and the rel- 
ative importance of communication purposes here. This 
phenomenon is directly related to the professional bureau- 
cratic nature of the organization, accentuated by the modes of 
remuneration used for medical staff. 

The results from the CAC also seem consistent with its orga- 
nizational structure as an adhocracy, but they are probably 
also influenced by the fact that this organization was under- 
going a major crisis around the time of the research. I have 
already noted the large number of minor analyses generated 
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here as people volunteered their views on major issues. This 
generates a high frequency of the communication motive in 
this organization. This exchange of opinions in writing was 
partly stimulated by professionals' anxiety concerning the or- 
ganization's future. But although the organization's problems 
were certainly an important causal factor, such behavior also 
seems more likely to occur in an organizational structure like 
the adhocracy, which involves wide participation in issues and 
relatively weak authority relationships (Mintzberg, 1979b). 
Figure 4 also suggests more uses of formal analysis for sym- 
bolic purposes at the CAC than at the other two sites. In fact, 
as -many more studies were done overall at the CAC, the rel- 
ative frequency data in Figure 4 translate into about three 
times as many studies per issue done for symbolic purposes 
at the CAC than at the other sites. This was accompanied by 
a pervasive and overwhelming cynicism about its role. The 
following comments from people in three different jobs illus- 
trate this: 
Top manager: Studies-for me, they're nothing but a sidetrack.... 
Professional: It's not necessary to write so much if you want to 
decide. If the objective is to avoid deciding, well studies are good for 
that. 
Top corporate analyst: Most of the studies I have been involved in 
were not used to make decisions. Studies are used to support polit- 
ical decisions already taken. 
Perhaps symbols may be more necessary in a structure in 
which many people are involved in decisions. However, given 
that my methodology may more easily identify the less suc- 
cessful incidences of symbolic analysis, another contributing 
factor may be the breakdown in organizational legitimacy that 
accompanied the crisis noted above. 
A final question concerns the degree to which the interaction 
patterns explored in the previous section can explain all the 
differences observed between the three organizations. The 
question is To what extent are these differences due to dif- 
ferent relative frequencies of the interaction patterns, and to 
what extent are they due to other factors? To test this, linear 
models were fitted to the data shown in Figure 3. For ex- 
ample, to examine the importance of interaction pattern and 
organization in determining the frequency of communication 
purposes, the entire sample of studies was subdivided into 
six populations, classified by organization and by whether or 
not they involved bottom-up patterns (direct, indirect, staff- 
initiated, or mixed). The dependent variable was defined as 
the proportion of studies involving the communication motive, 
while the nominally scaled independent variables were "orga- 
nization" (Servico, St. Gabriel's, or the CAG) and "interaction 
pattern" (bottom-up or not). When a simple linear model was 
fitted using weighted least squares estimation (SAS Institute, 
1985: 173), both interaction pattern and organization emerged 
as significant variables (with p < .001). In fact, it appeared 
that studies at Servico seemed to be consistently less com- 
munication oriented than elsewhere, even within the same 
interaction pattern group. For information and direction and 
control purposes, only the interaction pattern variable 
emerged as significant when similar linear models were 
tested. In the case of symbolic purposes, sample sizes were 
too small to draw useful conclusions. An inspection of the re- 
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suits for communication purposes suggests that the way in 
which the data were grouped in order to create sufficiently 
large sample sizes for statistical analysis partially influenced 
the results. Communication is logically much more consis- 
tently associated with direct bottom-up studies than with 
indirect or staff-initiated studies. However, the pure di- 
rect bottom-up pattern represents only 15 percent of the Ser- 
vico bottom-up sample, while it is 60 percent of St. Gabriel's 
bottom-up sample and 66 percent of that for the CAC. 
A more conceptually interesting element of explanation for 
the differences might be that the professional status of the 
people involved in analysis may change the dynamics and 
purposes behind it within the same interaction-pattern group. 
For example, it could be hypothesized that for top-down pat- 
terns (direct delegation, top-down staff studies, or task 
forces) in organizations involving professional operating staff 
(St. Gabriel's and the CAG), top-down communication (educa- 
tion) may replace direction and control as a purpose of anal- 
ysis. But, given the small sample sizes and the small 
differences (not significant) observed for direction and control 
purposes, firm conclusions cannot be drawn. 
The study seems to indicate that different types of organiza- 
tions may use formal analysis differently, in ways consistent 
with the nature of the structural configurations. Machine bur- 
eaucracies, with their top-down decision-making style, may 
use analysis most for information and direction and control 
purposes, to determine the substance of decisions, and to 
ensure that decisions made at top levels are detailed and im- 
plemented. Professional bureaucracies, in which strategic ini- 
tiatives often come from the bottom up, may require analysis 
most for communication (direct persuasion) and information 
(reactive verification) as proposals move toward approval. Fi- 
nally, in an adhocracy, the wide participation of individuals in 
decisions and the ambiguity surrounding formal authority may 
generate even greater uses of formal analysis for communi- 
cation purposes (especially positioning and direct persuasion). 
However, other factors besides structural configuration could 
affect the relative frequency of different types of motives for 
formal analysis. The crisis situation at the CAC has already 
been mentioned as one possible factor explaining this organi- 
zation's pattern of use for analysis. Other organizational 
variables with a potentially significant role could include lead- 
ership style, ownership (public vs. private), size, or industrial 
sector. Clearly, much larger samples of organizations are 
needed to distinguish these different effects and to verify the 
relationships between structural configuration and uses of 
analysis. 

DISCUSSION AND CONCLUSION 
Implications for Theory and Research 
The study presented in this paper was exploratory and induc- 
tive. The objective was to examine empirically the purposes 
behind the use of formal analysis in organizations as per- 
ceived by organization members and to determine the cir- 
cumstances under which different types of purposes might 
emerge. Few links have so far been made with existing 
trends in organizational theory, practice, and research, al- 
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though the results are relevant to four very different research 
streams. 

Organizational decision making. Beginning with Lindblom's 
(1959) classic article, many researchers have effectively de- 
molished the idea that strategic decision making can be accu- 
rately described as a comprehensive rational analytical 
exercise (e.g., Cyert and March, 1963; Allison, 1971; Mintz- 
berg, 1979a; Quinn, 1980) and have suggested that formal 
analysis has only a partial or "incremental" role to play in de- 
cision making. However, very little systematic empirical at- 
tention has been devoted to determining exactly how this 
incremental use of analysis works. Most treatments of orga- 
nizational decision making still use variants of the stage-based 
model (e.g., Mintzberg, Raisinghani, and Theoret, 1976; 
Simon, 1977; Nutt, 1984; Fredrickson and Mitchell, 1984). 
But these appear to have limited usefulness for describing 
the incremental contribution of analysis to decisions, because 
they de-emphasize the social interactive aspects of the pro- 
cess that are seen here to be critical to an understanding of 
its role. Some writers focusing more on the political and so- 
cial interactive aspects of decision making have become in- 
terested in the role of formal analysis (e.g., Pettigrew, 1973; 
Meyer, 1984), but this has rarely been the principal focus. My 
results suggest a framework for examining the different ways 
in which the incremental (rather than comprehensive) use of 
analysis may occur. In another paper (Langley, 1989), 1 exam- 
ined specifically how formal analysis studies intervened incre- 
mentally in the development of the 27 issues studied in this 
research, using the typology of purposes for analysis pre- 
sented here. It was found that different dominant patterns in 
the sequencing of formal analysis studies tend to emerge for 
different issues and different types of organizations, con- 
firming the suggestion made above and also put forward by 
several other writers (Fredrickson, 1986; Shrivastava and 
Grant, 1985; Hickson et al., 1986) that structural configuration 
may be an important contingency factor affecting decision- 
making processes. 

Information and principal-agent relationships in organiza- 
tions. There has been growing interest recently in applying 
ideas from agency theory to the internal workings of organi- 
zations (e.g., Fama and Jensen, 1986; Eisenhardt, 1989; Al- 
laire and Firsirotu, 1990). In fact, the organizational hierarchy 
can be conceptually viewed as a cascading nested set of 
principal-agent relationships in which superiors (principals) and 
subordinates (agents) have diverging goals, and agents tend 
to be better informed than principals. Agency theory deals 
with the ways in which appropriate incentives and information 
systems may be developed to reduce opportunistic behavior 
on the part of agents. This approach is complementary to that 
taken by organizational researchers adopting a political per- 
spective (e.g., Crozier, 1964; Pettigrew, 1973; Newman and 
Rosenberg, 1985), who have shown that control over infor- 
mation is an important source of power. The results pre- 
sented here clearly fit into this type of framework. They 
suggest that agents (Ls in my terminology) can be expected 
to try to retain control over information, while principals (Ms) 
initiate formal analysis partly to reduce their information dis- 
advantage, sometimes via the use of staff analysts (Ss). In 
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the mean time Ss are also agents for M, with other diverging 
goals and other types of information asymmetry. Moreover, 
they too may suffer from information asymmetry with L and 
may sometimes be induced to align their goals partly with 
those of L in order to obtain access to the information they 
need to satisfy their contract with M. This suggests that a 
useful and interesting unit of analysis in the study of prin- 
cipal-agent relationships within organizations might be the el- 
emental interaction triad introduced here: Under what 
circumstances do such triads succeed in reducing information 
asymmetry and in aligning agents' goals with those of prin- 
cipals, or vice versa? The agency implications of these triads 
merit further study. 

Implementation and the role of staff analysts. This study is 
also of some relevance to a large body of work on implemen- 
tation, notably that which examines the factors enhancing or 
inhibiting the implementation of staff recommendations. Most 
of this work has focused on the implementation of manage- 
ment science or large computerized information systems 
(e.g., Doktor, Schultz, and Slevin, 1979; Schultz and Ginzberg, 
1984; Ginzberg and Schultz, 1987). However, the key issue of 
how staff analysts can best achieve acceptance and imple- 
mentation of their advice seems of interest to people in a va- 
riety of advisory roles, from management scientists to 
strategic planners to policy analysts in government agencies. 
As Ginzberg (1978) has noted, the literature has consistently 
identified two factors that enhance implementation prospects 
in this situation: top-management support and, most impor- 
tantly, participation of line managers in the project. However, 
with some exceptions (e.g., Newman and Rosenberg, 1985), 
most of the implementation literature ignores the fact that 
staff people very often play a control role of some kind, even 
if this is not made explicit. In fact, as indicated here, the value 
of staff analysts to managers lies not only in their expertise 
but also in the fact that this expertise is independent of other 
sources of information-such as the line manager respon- 
sible for the area concerned. This suggests something that 
tends to be glossed over in the implementation literature, 
where emphasis is placed on the importance of participation, 
good line-staff relations, and the avoidance of line-staff con- 
flict: The effectiveness of the staff-line dichotomy depends 
on the maintenance of a certain amount of tension between 
the two. When the tension disappears, the staff may not be 
doing its job. In fact, overemphasis on the importance of 
achieving implementation of recommendations may lead to a 
situation in which it is in the analyst's interest to allow him- or 
herself to be co-opted by the line. This study suggests that all 
staff recommendations do not have to be implemented for 
them to play a useful role in challenging line management. 
Other ways need to be found of evaluating their usefulness. 

Institutional versus rational explanations for the use of 
formal analysis. In this paper, I asked initiators, executors, 
and targets of formal analysis why it was carried out, and I 
obtained a series of answers. But perhaps I did not go far 
enough. There is always another why: Why was it so impor- 
tant to obtain information? Why would analytic information 
convince anybody? and Why do people bother so much about 
rationality or the appearance of it? Institutional theorists 
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would respond that generally accepted norms force organiza- 
tions to adopt procedures that are viewed as rational in order 
to be perceived as legitimate (Meyer and Rowan, 1977; Di- 
Maggio and Powell, 1983; Zucker, 1987). They would further 
suggest that the public nature of the three organizations con- 
cerned would enhance these forces, because organizational 
survival in the public sector is more likely to depend on public 
perceptions that management is responsible and that proce- 
dures are "rational" than on objective efficiency, which may 
be difficult to measure. Institutional theorists have also sug- 
gested that when institutional pressures are present that 
force an organization to do things that are not consistent with 
technical efficiency, then the organization will tend to "de- 
crease internal coordination and control in order to maintain 
legitimacy" (Meyer and Rowan, 1977: 340). The question is 
To what extent did these organizations adopt formal analysis 
because of institutional pressures-or because of pressures 
for effective decision making? My research was not designed 
to test institutional versus rational theories of organizing. 
However, it is interesting to examine how these theories 
might apply to the three organizations studied. 

All three organizations sometimes did formal analysis studies 
for external consumption: to persuade government agencies 
to release funds or to symbolize action or rational decision 
making. They were thus all to some extent subject to institu- 
tional pressures for rationality. However, only at the CAC, 
where symbolic purposes for analysis seemed most 
common, could the decoupling process suggested by Meyer 
and Rowan (1 977) be clearly observed: 
Before, planning was done merely to present a certain image to the 
government. It was decided what image to present and a text was 
invented to go along with it and some figures were put in it. But it 
didn't bear any relationship to reality. It wasn't done to guide action. 
The results diverged more and more from reality and things became 
more and more untenable. 

At Servico, institutional pressures for rational procedures 
were accompanied by very real economic pressures: This or- 
ganization's outputs were more easily measured than those 
of the other two organizations, and its board included private 
as well as public shareholders whose concern was clearly 
with the bottom line. St. Gabriel's Hospital was a different 
and rather interesting case. At the time of my study, its 
adoption of formal analytic procedures seemed to precede in- 
stitutional requirements rather than to follow them. The CEO 
had arrived in an organization fraught with problems and had 
turned it around. But, at the time, government organizations 
seemed out of step with his new, more rational approach: for 
example, the organization's first ventures into formal planning 
were viewed- with some anxiety and disapproval by govern- 
ment officials, and the CEO expressed great frustration with 
government-controlled incentives surrounding health care de- 
livery, which in his view rewarded bad management. The 
positive results obtained from this internal emphasis on ratio- 
nality, however, ultimately enhanced the organization's per- 
ceived legitimacy both internally and externally, and this 
organization's use of formal planning and rational methods 
later became something of a model for others in the health 
care sector. Like Tolbert and Zucker's (1983) early adopters of 
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civil service reform, St. Gabriel's Hospital was a source of in- 
stitutional innovation, rather than a follower of institutional 
rules, at least insofar as the use of formal analysis was con- 
cerned. Given the above, neither purely rational nor purely in- 
stitutional explanations seem sufficient to explain all uses of 
formal analysis in the organizations studied. 
Conclusion 
This study represents an attempt to determine empirically 
how formal analysis is used in practice. The study was ex- 
ploratory and based on a limited number of organizations. 
However, it does suggest a number of avenues for further 
theoretical development and research. Most importantly, this 
research emphasizes that formal analysis and social interac- 
tive processes in organizations must be viewed as being 
closely intertwined rather than as mutually incompatible. At 
the micro level, it is noted that formal analysis studies are 
carried out within specific social contexts involving different 
people linked together in hierarchical relationships: some 
people request analysis, some do it, and some receive it. This 
study suggests that the purposes of analysis and the political 
dynamics surrounding it depend on who does what for 
whom, and, at a more macro level, it appears that the types 
of uses of formal analysis favored by an organization may de- 
pend on that organization's structural configuration. Given the 
methodological limitations of this study, these propositions 
need elaboration and verification using larger samples and 
different methods. It seems clear, however, from this re- 
search that a good deal of the formal analysis carried out in 
organizations might not be necessary if decisions were taken 
and implemented by single individuals rather than by groups 
of them interacting with one another. In its use for communi- 
cation, direction and control, and symbolic purposes, formal 
analysis acts as a kind of glue within the social interactive 
processes of generating organizational commitment and en- 
suring action. Organizations that undertake a great deal of 
formal analysis may not necessarily be more rational-but 
they are likely to be more pluralistic. 
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APPENDIX A: Classification of Formal Analysis Studies by 
Analytical Sophistication 

Table A.1 

Scoring and Criteria for the Classification of Formal Analysis Studies by Analytical Sophistication 

Criterion 
Quantitative Length of Time input Number of 

Score content report (estimated) alternatives Methodology 

0 At most one table, <10 pages < 1 person- 1 with only Almost none: 
graph or figure week minimal evaluation "armchair" 
and at most one analysis, 
page with formalized intuitive 
quantitative data argument 

1 At most one table, 10-24 pages 1 person-week 1 alternative with Simple "soft" 
graph or figure to 1 person- substantial approaches only 
and from 2 to 5 month evaluation e.g., internal 
pages with opinion surveys 
quantitative data 

2 2 to 4 tables, 25-49 pages 1 to 6 person- 2 or 3 alternatives Simple "hard" 
graphs and months or scenarios techniques: e.g., 
figures, or 1 table, budgeting, cost 
graph or figure estimates, etc. 
and over 5 pages 
of quantitative data 

3 At least 5 tables, At least 50 Over 6 person- many alternatives Complex or 
graphs and figures pages months (>3) multiple 

techniques, e.g., 
statistics, 
computer models, 
data from diverse 
sources 

Table A.1 summarizes the scoring scheme used to classify studies as more 
or less analytically sophisticated. Each criterion was scored on a scale of 0 to 
3, and the individual scores were summed to obtain a total from 0 to 15. The 
rationale behind these items was simply that studies that are more quantita- 
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tive, produce longer reports, require more time, evaluate more alternatives, 
and use more sophisticated methods can be considered more analytically 
sophisticated. The scoring approach was validated by selecting three random 
samples of 31, 16, and 16 studies, respectively, and asking another judge to 
rank these studies in order of analytical sophistication. The Spearman rank 
correlation coefficients between the independent rankings and that devel- 
oped using the scoring method were 89 percent, 93 percent, and 95 percent, 
respectively. The total scores from 0 to 15 were then divided into four equal 
categories, as described in the text. 

APPENDIX B: The Four Categories of Purposes behind Formal Analysis 

The following guide was used to classify formal analysis studies into the four 
main categories: 

1. Information: Analysis initiated to obtain information useful in decision 
making includes (a) new knowledge: seeking information about an issue in 
an open-minded fashion; (b) self-confirmation: seeking information to verify 
a preconceived opinion or idea; (c) reactive verification: seeking backup in- 
formation in order to check out or complement information provided by an- 
other or the same source; or (d) pulse taking: seeking input and opinion of 
others within the organization. 

2. Communication: Analysis initiated to communicate ideas to others. This 
includes (a) direct persuasion: using analysis done internally (by oneself or 
subordinates) to justify or support a given project one wishes to promote 
with superiors or external influencers; (b) indirect persuasion: attempting to 
persuade superiors or external influencers by using an independent outsider 
(i.e., not a subordinate) to write an analysis on an issue; (c) education: using 
an analysis process to bring peers or subordinates over to one's point of 
view; may include use of analysis as "trial balloon," sensitization to issues 
through analysis, introducing information into a debate to attempt to educate 
other participants; may also involve participative analysis done in order to try 
to bring people on board; (d) consensus building: use of an analysis process 
to build a consensus on a given issue through exchange of views; or (e) po- 
sitioning: writing a report to establish one's position on an issue or to struc- 
ture one's thinking. 

3. Direction and control: Analysis initiated to ensure action on the part of 
subordinates. This includes (a) direct delegation: delegating analysis to line 
managers, technical experts, or task forces for detailing or elaborating major 
decisions or to ensure action on specific problems; or (b) outside investiga- 
tionlassistance: use of staff analysts, consultants or management outside 
area most concerned by an issue to investigate problems, ensure that ac- 
tions are being taken, or to check on what is going on in line areas; may be 
used when management is dissatisfied with performance or when staff sug- 
gestions could be helpful. 

4. Symbolic purposes: Analysis initiated for symbolic purposes includes (a) 
symbolizing action: analysis done to give the impression that action is being 
taken, that a manager has the situation under control, or done to impress 
others with the manager's dynamism; (b) symbolizing rationality: analysis 
done to send a message that a decision was taken rationally, or done "in 
case" -for security, to be sure that one can respond to any questions that 
might be asked now or in the future; (c) symbolizing participation: analysis 
done to give the impression that management is interested in line concerns; 
(d) procrastination: analysis done to gain time or to postpone decision 
making; or (e) serendipity: analysis done because of chance occurrence, e.g., 
the availability of analytical skills at a given time or done by analysts to keep 
themselves occupied. 

APPENDIX C: The Identification of the Interaction Patterns 

To specify the interaction pattern(s) for any given occurrence of formal anal- 
ysis and superimpose its structure on the elemental interaction triad as de- 
scribed in the paper, the following conventions were adopted: 

Definition of major actor types. "Line" people (L) are people who are either 
formally responsible for or deeply concerned by the issue under study. 
"Managers" (M) are hierarchically responsible for the line. "Staff" people (S) 
are individuals who have no formal authority over any aspect of an issue. 
They may be analysts reporting to managers, or they may be outside consul- 
tants hired by anyone. They could also be peers of the line, as long as their 
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formal responsibilities are unrelated to the issue in any way. Obviously, the 
identification of who is a line person and who is a manager may shift up and 
down the hierarchy depending on the level at which analysis is carried out 
and the identity of the ultimate target. In addition, analysts reporting hierar- 
chically to people classified as line are not considered to be staff but are 
members of the line group, as are all other subordinates of the line. Outside 
consultants are considered to be staff, whomever they ostensibly report to. 
The key assumption here is that external consultants are more independent 
of their clients than internal analysts, as is evident in the indirect bottom-up 
study. 
Mixed interactions. When two different targets are involved in an analysis 
in sequence, two different interaction patterns of quite different appearance 
can sometimes be generated for the same analysis. For example, a senior 
manager may ask a staff subordinate to study an issue within the domain of 
a line subordinate and to report to him on it (M-S-M/L-the top-down staff 
study). The report, or some version of it may then be sent to the senior 
manager's hierarchical superior (L-L-M-the bottom-up study). Studies in 
which more than one interaction pattern must be used to fully describe the 
social context surrounding it are labeled "mixed" in the text: they involve the 
combination of a top-down configuration with a bottom-up configuration. 

Interaction pattern M-L/S-L/M (multidisciplinary task forces). This interac- 
tion pattern was used to describe studies done by task forces involving com- 
binations of line and staff people or line people from different functional 
areas and no staff people. If the line participants were all from the same 
functional area, and were directed by someone with formal authority over all 
participants, this situation was treated simply as M-L-M (direct delegation). 

Several attempts to characterize the social context surrounding analysis were 
made before the approach presented here was adopted. The advantage of 
the current method is that social contexts are classified parsimoniously and 
fairly accurately without losing too much information. When this approach 
was applied to the analyses in the sample, it was found that six basic pat- 
terns could be used to account for 95 percent of all interaction patterns ob- 
served. The exceptions were not frequent enough to be of great interest. In 
other attempts at classifying the socia[context, an effort was made to avoid 
mixed interactions, but this tended to generate interaction patterns that were 
too complicated. Distinctions between different levels of analysts and man- 
agers and between managers and professionals were also included in earlier 
efforts. These distinctions may have some value as contingency factors af- 
fecting the interaction patterns (as suggested in the text), but when used as 
part of the definition of the concept, they tended to obscure similarities be- 
tween situations and make the model more complicated than necessary. 
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APPENDIX D: Absolute Frequencies of Purposes by Organization and Interaction Pattern (Agreed Codes)* 

Purpose 
Number 

Direction Symbolic of 
Pattern Information Communication & control purposes studies 

Servico (8 issues) 

Direct bottom-up 2 3 0 1 4 
Indirect bottom-up 7 3 1 0 7 
Staff-initiated 2 1 0 1 2 
Direct delegation 2 0 1 2 3 
Top-down staff 5 1 2 0 7 
Multidisciplinary task force 3 0 4 0 4 
Mixed 8 5 7 1 13 
Unclassified/other 0 0 1 0 1 
Total 29 13 16 5 41 

St. Gabriel's (10 issues) 

Direct bottom-up 2 12 0 1 12 
Indirect bottom-up 2 1 0 0 2 
Staff-initiated 1 1 0 0 2 
Direct delegation 4 1 1 0 5 
Top-down staff 2 2 1 0 3 
Multidisciplinary task force 5 3 4 3 9 
Mixed 4 1 0 3 4 
Unclassified/other 1 0 0 0 1 
Total 21 21 6 7 38 

CAC (9 issues) 

Direct bottom-up 3 30 1 3 31 
Indirect bottom-up 4 6 1 3 6 
Staff-initiated 5 5 0 2 7 
Direct delegation 11 5 7 1 16 
Top-down staff 6 3 2 0 8 
Multidisciplinary task force 5 3 4 5 7 
Mixed 1 2 2 1 3 
Unclassified/other 1 4 1 3 5 
Total 36 58 18 18 83 

Total 86 92 40 30 162 
(all organizations) 

* Data for unclassified/other configurations are not included in the analysis of Figure 3 but are used in the overall 
comparison of the three organizations in Figure 4. 
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