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In 2 meta-analyses involving 58 studies and 59,575 participants, we quantitatively summarized the
relative reliability and validity of continuous (i.e., dimensional) and discrete (i.e., categorical) measures
of psychopathology. Overall, results suggest an expected 15% increase in reliability and 37% increase in
validity through adoption of a continuous over discrete measure of psychopathology alone. This increase
occurs across all types of samples and forms of psychopathology, with little evidence for exceptions. For
typical observed effect sizes, the increase in validity is sufficient to almost halve sample sizes necessary
to achieve standard power levels. With important caveats, the current results, considered with previous
research, provide sufficient empirical and theoretical basis to assume a priori that continuous measure-
ment of psychopathology is more reliable and valid. Use of continuous measures in psychopathology
assessment has widespread theoretical and practical benefits in research and clinical settings.
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Whether or not psychological constructs should be treated as
discrete (e.g., in terms of discrete disease states or diagnoses) or
continuous (e.g., in terms of spectra or trait levels) is an enduring
question in psychology, especially in the area of psychopathology
(Eysenck, 1970; Flett, Vredenburg, & Krames, 1997; Gangestad &
Snyder, 1985; Lewis, 1938; Meehl, 1992; Pickles & Angold,
2003). The issue has arguably attracted increased attention in
recent years, possibly due to methodological advances that have
facilitated empirical inquiry into the question (e.g., Markon &
Krueger, 2006; Meehl & Yonce, 1994, 1996; Ruscio, Ruscio, &
Meron, 2007), as well as anticipated changes to official psychiatric
nomenclature (e.g., Helzer et al., 2008; Krueger, Markon, Patrick,
& Iacono, 2005; Widiger & Samuel, 2005). Addressing these
questions has important implications for a number of areas of
psychology, including psychopathology theory, general assess-
ment, and clinical practice.

One specific issue in this area is whether observed measures of
psychopathology per se are best treated as discrete or continuous.1

That is, independent of the nature of the underlying constructs,
how do observed measures of psychopathology compare in their
reliability and validity? Our purpose in this paper is to inform this
discussion by quantifying the relative reliabilities and validities
achieved by discrete and continuous measures of psychopathology
and to examine conditions under which the relative performance of
the two forms of assessment might differ. As has been noted by
various authors (Watson, 2003), the answer to whether psychopa-
thology is best assessed with discrete or continuous measures

ultimately rests on the relative empirical performance of the two
paradigms. Quantifying the relative reliabilities and validities of
the two forms of measurement across different conditions has
important applied implications for researchers and clinicians
across a number of areas.

Comparing Discrete and Continuous Measures of
Psychopathology

Comparisons of discrete and continuous measures of psychopa-
thology have received increased attention in recent years, in part
because of the development of methods for empirically doing so.
Application of these methods has raised awareness of the impor-
tance of distributional considerations in conceptualizing and as-
sessing psychopathology and of the possibility of appealing to
empirical evidence in adjudicating between discrete and continu-
ous paradigms. Although these methods were developed to address
questions about latent distributions of constructs, interest in these
issues has subsequently extended to questions about observed
distributions of measures as well.

1 It is important to note that the terms discrete and continuous can be
vague in meaning. Throughout the paper, it is assumed that a discrete
measure is a dichotomous, binary, or diagnostic measure taking two values;
a continuous measure is a count or interval-scaled measure or an ordinal
measure having several values. We acknowledge that use of these terms in
this way is imperfect, but it is nevertheless appropriate for at least two
reasons. First, most discussions of discreteness and continuousness in
psychopathology research and theory focus on these cases, especially given
diagnostic conventions in official nosologies. Second, given the statistical
literature on this topic, we believe that major conclusions that are made on
the basis of these definitions will generalize to more nuanced cases, with
minor caveats.
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Statistical Tests of Latent Discreteness Versus
Continuousness

Much of the recent empirical work on discrete versus continu-
ous assessment of psychopathology can be traced to the develop-
ment of taxometric methods by Meehl and others (e.g., Meehl &
Golden, 1982; Ruscio et al., 2007; Waller & Meehl, 1998). These
methods are based on the premise that discrete underlying groups
will induce discontinuities in the moments (e.g., means and cova-
riances) of observed measures, which can be used to identify
discreteness (for overviews, see Beauchaine, 2007; Waller &
Meehl, 1998). A large literature on taxometrics has developed,
with results expectably varying across constructs and studies.
Quantitative, meta-analytic summaries of the literature are rare,
but qualitative reviews have been conducted, with conclusions that
have varied by domain. The most comprehensive qualitative re-
views (Haslam, 2003a, 2003b, 2007), for example, have concluded
that the strongest evidence for continuity has been found for
certain forms of internalizing psychopathology (e.g., social anxiety
and posttraumatic stress disorder) and the strongest evidence for
discreteness has been found for forms of dissociation, antisociality,
and schizotypy. Beauchaine (2007) highlighted the importance of
methodological considerations in reviewing the taxometrics liter-
ature, noting, for example, that although eating disorders have
appeared taxonic in nature in some studies, they behave dimen-
sionally when appropriate sampling is used.

Another approach to comparing discrete and continuous assess-
ments of psychopathology is statistical comparison of models in
which the latent variable is discrete to models in which the latent
variable is continuous (Lubke & Neale, 2006; Markon & Krueger,
2005; Schmitt, Mehta, Aggen, Kubarych, & Neale, 2006). In
contrast to taxometric approaches, these latent variable models
require the specification of explicit probabilistic models relating
the observed variables to latent variables. Research has demon-
strated that these models can be directly compared and success-
fully distinguished using likelihood-based methods (Lubke &
Neale, 2006; Markon & Krueger, 2005; Schmitt et al., 2006).
Because these methods are newer, fewer studies have adopted this
approach in comparisons between discrete and continuous mea-
sures of psychopathology. Comparisons of discrete and continuous
latent variable models have indicated, however, that externalizing
psychopathology (e.g., substance use, antisociality) is best mod-
eled in terms of an underling continuous normal distribution
(Markon & Krueger, 2005). Latent variable models freely estimat-
ing the distribution of depression have suggested, similarly, that it
is continuous and roughly normal in shape (Schmitt et al. 2006).

Psychometric Properties of Discrete Versus
Continuous Measures

As interest in explicit comparisons between discrete and con-
tinuous models of psychopathology has increased, so has interest
in the relative psychometric properties of discrete and continuous
measures. Although questions about the properties of latent vari-
ables are ultimately distinct from questions about observed mea-
sures of those variables (e.g., it is possible to construct discrete
observed measures of continuous latent variables and vice versa),
they are related in recognizing that the optimal representation of a
construct, either at the latent or the observed level, might be

discrete or continuous. The use of methods such as those just
described, although focused on latent properties of constructs, has
arguably increased awareness of the fact that empirical consider-
ations can also be used to evaluate assumptions about the optimal
scale for observed measures of psychopathology.

Reliability. Reliability has been and continues to be an inte-
gral criterion for evaluating the appropriateness of psychopathol-
ogy measures and assessment devices (e.g., American Educational
Research Association, American Psychological Association, &
National Council on Measurement in Education, 1999; American
Psychiatric Association, 2006; Hunsley & Mash, 2007). Histori-
cally, reliability has been a major driver of changes in official
psychiatric nosology, with the emphasis on reliability—especially
interrater reliability—in the Diagnostic and Statistical Manual of
Mental Disorders (3rd ed.; DSM–III; American Psychiatric Asso-
ciation, 1980) and its descendants representing a major shift in
research and practice in the area of psychopathology assessment
(Compton & Guze, 1995). With upcoming revisions to official
nomenclature in the form of the DSM–5 and ICD–11, issues
surrounding the role of reliability in assessment of psychopathol-
ogy continue to be a major focus of discussion (Hyman, 2010).

Many researchers have commented on discrete versus continu-
ous scales of measurement in discussing the reliability of psycho-
pathology assessments. Baca-Garcia et al. (2007), for example,
observing widespread low levels of diagnostic stability in a large
study of clinical practice settings, suggested that low reliability of
diagnoses might in part result from the use of discrete diagnostic
criteria that fail to recognize continuous variation in patients’
presentations. Challenges surrounding how to represent continu-
ous variation in psychopathology over time using discrete diagno-
ses have been central in diagnostic theory and practice in various
areas of psychopathology. The DSM–5 Neurocognitive Disorders
Workgroup, for example, has proposed replacing the diagnosis of
dementia with two diagnoses, major neurocognitive disorder and
minor neurocognitive disorder, in part to better reflect longitudinal
trajectories in cognitive functioning (DSM–5 Neurocognitive Dis-
orders Work Group, 2010; see also Mitchell & Shiri-Feshki, 2009;
Ritchie & Touchon, 2000).

More broadly, issues surrounding the reliability of continuous
and discrete measures are critical to the validity of assessments, at
the individual or group level. Messick (1995), for example, sug-
gested that construct validity be considered broadly, noting that
“communality among . . . indicators [is] taken to imply the oper-
ation of the construct to the degree that discriminant evidence
discounts the intrusion of alternative constructs as plausible rival
hypotheses” (p. 742). According to this view, invalidity derives
from construct-irrelevant variance in measures, where “the assess-
ment is too broad, containing excess reliable variance associated
with other distinct constructs as well as method variance” (p. 742).
Low reliability, in this paradigm, can be seen as a direct source of
invalidity, in that unreliable measures comprise variance not di-
rectly related to the construct of interest. For example, low inter-
rater reliability represents a direct threat to the validity of an
assessment, in that it implies a substantial portion of the variance
in someone’s observed standing reflects the particular assessor or
clinician, rather than the individual’s actual level of psychopathol-
ogy (for a similar perspective, see Smith, 2005). To the extent that
discrete or continuous measures of psychopathology systemati-
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cally differ in their reliability, they will differ in their validity as
well.

Validity. The use of discrete versus continuous indicators of
psychopathology may have broader implications for construct va-
lidity, beyond the effects of reliability per se. Issues surrounding
optimal scales of measurement and of the role of discrete versus
continuous indicators in particular are often intimately tied to
considerations of construct validity and related concepts in the
psychopathology literature (e.g., Kendell & Jablensky, 2003; Rob-
ins & Guze, 1970). At a very abstract level, the scale of measure-
ment used to assess a psychopathology construct can be seen as
part of the theoretical framework (Landy, 1986; Smith, 2005) or
nomological network (Cronbach & Meehl, 1955) surrounding that
construct. Whether a construct should be assessed with discrete or
continuous measures comprises another aspect of the construct’s
theory and can be evaluated in terms of basic standards of con-
struct validation (Waldman & Lilienfeld, 2001).

Framing the process of construct validation in terms of hypoth-
esis testing (Landy, 1986), one can frame discussions about the use
of discrete versus continuous measures in this way: Which form of
measurement provides the greatest explanatory and statistical
power? To the extent that the most meaningful variability in an
observed measure is represented by discrete classes of psychopa-
thology, class assignment should be reliable and should demon-
strate theoretically meaningful criterion-related validity. More-
over, to the extent that discrete and continuous measurement
paradigms have comparable construct validity, they should dem-
onstrate comparable reliability and validity. Watson (2003), for
example, provided evidence that observed discrete measures may
have relatively low retest reliability relative to continuous mea-
sures, even when formal tests of latent discreteness suggest the
presence of underlying groups.

It is important to note in this regard that the measurement
properties of an observed measure are only one part of the theory
concerning the construct. Discovering that a continuous measure-
ment scale is more optimal than a discrete measurement scale does
not necessarily invalidate the notion that the underlying construct
is discrete in some way. In fact, such findings might be used to
refine and expand the theory regarding the nature of the latent
discreteness. Lenzeweger, McLachlan, and Rubin (2007), for ex-
ample, have proposed the use of mixture models to represent
classes of schizotypic risk. In this type of model, observed mea-
sures of schizotypy reflect latent mixtures of continuous subpopu-
lations, with valid continuous variability existing within classes.
Under such a model, finding that continuous measures are more
reliable and valid would not invalidate the notion that there are
discrete liability classes but would instead reinforce the notion that
there is valid variation within classes that cannot be ignored at the
observed level. This can be compared to general cognitive ability,
which is generally accepted to be continuously distributed, even
though discrete liability classes can be identified, each with ob-
servable etiologies (e.g., environmental or genetic agents of large
effect). Such a framework would help explain observations that
schizotypy and related traits share features of continuous as well as
discrete distributions (Linscott & van Os, 2010).

The relative explanatory and statistical power of discrete and
continuous measures as revealed by reliability and validity studies
is also important from a practical perspective. As Kendell and
Jablensky (2003) noted, independent of any theoretical consider-

ations, measures of psychopathology have important practical,
clinical utility in their ability to provide information about status,
prognosis, and associations with other variables. Even if one
ignores issues surrounding the validity of the constructs as instan-
tiated in a measurement theory, the measures themselves have
quantifiable utility in a purely statistical sense. Much of official
psychiatric nosology comprises discrete indicators in the form of
diagnoses, a measurement assumption that affects the provision of
clinical care as well as research on psychopathology assessment,
description, etiology, and outcome. Understanding how discrete
and continuous measures differ in their reliability and validity, in
terms of their statistical power, helps frame an understanding of
how their use affects clinical and research practice. This issue has
particular import currently, given that revisions to official nomen-
clature, under development, have emphasized greater inclusion of
continuous measurement elements (e.g., Regier, 2007).

Evidence Regarding the Reliability and Validity of
Discrete and Continuous Psychopathology Measures

Given the importance of how discrete and continuous measures
compare in terms of their reliability and validity, it is not surprising
that substantial literatures about this issue have developed, within
the methodological as well as applied communities. A brief over-
view of these two literatures is informative in understanding why
uncertainty surrounding the reliability of discrete and continuous
measures of psychopathology persists.

Methodological Considerations

Much of the relevant methodological literature on the issue
derives from work on the practice of discretization, or creation of
discrete indicators from continuous measures. In general, work on
this issue has suggested that discretizing a continuous variable
reduces its expected correlations with other variables, whether
those are measures of different constructs or measures of the same
construct at different times. The reduction in the size of the
correlation, moreover, can be predicted from the proportion of
cases being assigned to each group (e.g., Kraemer, 1979; MacCa-
llum, Zhang, Preacher, & Rucker, 2002).

In light of these conclusions, DeCoster, Iselin, and Gallucci
(2009) recently reviewed putative rationales for using discrete
versus continuous measures and evaluated them in a series of
simulation studies. Overall, DeCoster et al. concluded that contin-
uous measures generally produced greater correlations and are to
be preferred a priori, except in three cases, where a discrete
measure might be equally acceptable: first, when the intent is to
evaluate the performance of a discrete measure; second, when
using extreme groups analysis; and third, when the discrete mea-
sure reflects true underlying discreteness, is reliable, and mirrors
the actual distribution of the latent variable.

This last scenario arguably is the primary reason why confusion
about discrete versus continuous assessment of psychopathology
persists. The first scenario is somewhat self-evident, and the sec-
ond arguably represents a specialized application requiring con-
tinuous assessment at some point. As many psychopathology con-
structs have traditionally been thought of in terms of disease or
illness states, however, they raise the third possibility: that a
discrete measure might demonstrate greatest reliability and valid-
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ity when it is assessing discrete constructs in a way that appropri-
ately reflects the distribution of the underlying groups. The con-
verse is also sometimes assumed: that discrete constructs might
demonstrate greatest validity when assessed with discrete indica-
tors (assuming that all within-class variance is error; cf. Ruscio &
Ruscio, 2002).

Although common, this last set of assumptions—that discrete
psychopathology constructs are best assessed through discrete
indicators or vice versa—may not always be well justified. That is,
although it might initially seem somewhat paradoxical, even when
latent constructs are discrete, assessing them using continuous
indicators is often better from a psychometric perspective. This
conclusion is arguably supported by the results of DeCoster et al.
(2009), as they found that even when underlying variables were
truly discrete, there were many conditions in which discrete man-
ifest indicators performed worse than continuous indicators. Sim-
ilarly, it has been shown that the power to directly detect latent
mixtures and classes generally increases when observed indicators
are continuous rather than discrete (Lubke & Neale, 2008), or,
similarly, when indicators increase in the precision of their scale of
measurement (Markon & Krueger, 2006). Continuous measures
generally reflect more information about the nature or level of the
latent variable (e.g., distribution in a population, trait level in an
individual) than discrete measures, in that they offer more ob-
served values over which information about the latent variable is
sampled.

Empirical Evidence

The practical importance of knowing how discrete and contin-
uous versions of psychopathology measures perform, together with
the theoretical implications of their relative performance, has led to
a substantial body of empirical literature on the relative reliability
and validity of psychopathology measures. Many of these studies
have been more pragmatic in motivation, seeking to document
characteristics of discrete and continuous versions of a measure
(e.g., Grant et al., 2003) or to compare alternative measures avail-
able (e.g., Skodol, Oldham, Rosnick, Kellman, & Hyler, 1991).
Other studies have been motivated more by an interest in what is
implied about the underlying constructs (e.g., Prisciandaro & Rob-
erts, 2009).

There have been a small number of quantitative reviews of this
literature, which have been mixed in their conclusions. Clark
(1999), for example, reviewing measures of personality pathology,
found results consistent with most methodological work, in that
median correlations involving discrete personality disorder mea-
sures were lower than correlations involving their continuous
counterparts. These results were consistent with an earlier, more
qualitative review by Widiger (1992) finding that all studies con-
sidering discrete and continuous measures of personality disorder
produced results favoring continuous measures. Moreland and
Dumas (2008), in contrast, found that discrete and continuous
measures of disruptive preschool behavior provided comparable
reliability and validity, with those of discrete assessments actually
being somewhat larger in some cases.

Rationale and Goals of the Current Work

Given the practical and theoretical importance of the relative
reliabilities and validities of discrete and continuous psychopathol-

ogy measures, we sought to quantify typical values encountered
empirically and to examine possible moderators of these values.
Doing so would help provide a benchmark of what to expect in
clinical and research settings and might help inform discussion
about the role of the two types of measures in psychopathology.
We conducted two meta-analyses, one of reliability and the other
of validity, and focused in both meta-analyses on studies that have
compared discrete and continuous measures of the same construct
in the same samples. By focusing on studies comparing discrete
and continuous measures of the same construct in the same sam-
ples, we were able to examine reliability and validity estimates in
two ways: first by considering the estimates individually and
second by examining differences within pairs of discrete and
continuous estimates. This latter approach allows for a relatively
direct estimate of the effect of using a discrete versus continuous
measure of psychopathology.

Meta-Analysis 1: Reliability

Method

Samples. Numerous studies have reported reliabilities of
psychopathology measures, either continuously or categorically
assessed. We therefore limited the meta-analysis to include only
those studies reporting reliabilities of continuous and discrete
measures of the same constructs in the same samples. We also
included only studies reporting reliabilities of measures as used to
assess actual empirical samples of individuals (i.e., studies report-
ing reliabilities using vignettes or case prototypes were excluded).

Studies were located by searching for relevant search terms
(e.g., continuous and categorical, reliability, test–retest) in Psy-
cINFO, Google, Google Scholar, and PubMed. Works citing po-
tential studies were also searched, as were the references of po-
tential studies. Finally, the references of chapters and review
papers on categorical and continuous assessment of psychopathol-
ogy were searched for empirical papers.

Ultimately, 488 effect size estimates from 31 studies, represent-
ing a total of 4,200 participants, were included in the meta-
analysis. Of these studies, 14 included a test–retest design com-
ponent, nine included the review of interview protocols (e.g., audio
or video recordings, or left unspecified), eight included live ob-
servation of interview, four included joint interviews, and one
involved independent raters with knowledge of the target. Four
studies included clinical samples, and eight studies included non-
clinical samples. Of the studies, 27 were conducted in English, two
in Dutch, one in German, and one in Italian. References for the
final list of studies are given in Appendix A.

Effect size estimates and moderators.
Effect size estimates. Nearly all studies reported kappas as

reliability statistics for categorical measures, with the exception of
one study that reported a Pearson correlation (Watson, 2003).
Although most studies reported intraclass correlations (ICCs) as
reliability statistics for continuous measures, a large number of
studies reported Pearsons for this purpose. Although kappas and
ICCs are directly comparable (Fleiss & Cohen, 1973), this is not
the case with Pearson correlations. Therefore, we empirically
estimated what the ICCs would have been for studies reporting
Pearson correlations.
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This was done by fitting a local likelihood regression model
(Tibshirani & Hastie, 1987) to Monte Carlo simulation data de-
signed to reflect actual observed study characteristics. Ten thou-
sand simulated ICC–Pearson pairs were randomly generated under
bivariate normal population models. The characteristics of the
populations (e.g., variance components due to rater and target) and
characteristics of the samples (e.g., sample sizes) were randomly
selected from parameters from five studies where these values
were available or could be calculated (Blanchard, Horan, & Col-
lins, 2005; Ferro, Klein, Schwartz, Kasch, & Leader, 1998; Na-
zikian, Rudd, Edwards, & Jackson, 1990; Watson, 2003; Zimmer-
man, Pfohl, Coryell, Stangl, & Corenthal, 1988). The local
likelihood regression model fits to these 10,000 ICC–Pearson pairs
were used to predict ICC values in subsequent analyses for those
studies originally reporting Pearsons. The predicted ICCs were
generally very similar to the Pearsons, especially for smaller
values of the Pearsons, albeit almost uniformly smaller.2

Moderators. Two possible moderators of reliability were
examined: whether the sample was clinical or nonclinical and what
type of construct was being measured. Samples comprising pa-
tients or individuals selected directly on the basis of elevated
psychopathology were classified as clinical; other samples were
classified as nonclinical. Constructs were classified according to
their relationship with four higher order psychopathology factors
as reported in previous literature (Krueger & Markon, 2006;
Markon, 2010b): internalizing (e.g., depression), externalizing
(e.g., antisocial personality disorder, substance use disorders),
thought disorder (e.g., schizophrenia), and pathological introver-
sion (e.g., avoidant personality disorder). A category of other was
created for constructs not clearly falling into those categories (e.g.,
personality disorder not otherwise specified, inappropriate sexual
behavior, dementia). In addition, in models of individual effect
sizes used to estimate average reliabilities, two additional moder-
ators were examined: the continuous versus discrete nature of the
measure and the time between assessments. The time between
assessments was coded in days; assessments based on recorded
material (e.g., video or audio recordings) were treated as occurring
at the same time.

Finally, to examine how reliabilities differed between continu-
ous and discrete measures across different types of reliability, we
conducted paired effect size analyses separately for two types of
reliability. The first form of reliability, which we refer to as
single-occasion reliability, results from studies in which two dif-
ferent measurements derive from a single assessment occasion,
with the different measurements being based on the same behav-
ioral information. Examples of this include interrater reliability
studies in which two raters use the same audio or video recordings,
studies involving interview-observer sessions, or other scenarios in
which the two measurements are of the same behavior. The second
form of reliability, which we refer to as dual-occasion reliability,
results from studies in which the two different measurements
derive from two assessment occasions, with the different measure-
ments being based on different behavior. Examples of this include
studies incorporating a test–retest component and studies of dif-
ferent informants using the same measure to make ratings on a
single target. Among the studies, 16 provided single-occasion
reliabilities, 11 provided dual-occasion reliabilities, and four pro-
vided both.

Analyses. Two approaches were adopted in analysis: analyses
of the effect sizes per se and analyses of the differences between
the paired effect sizes obtained using discrete and continuous
measures. Modeling of individual effect sizes allowed for estima-
tion of typical reliabilities observed across studies. Moreover, as
each study included two estimates of a given effect size—one
using discrete measurement and another using continuous mea-
surement—it was possible to obtain relatively direct estimates of
the effect of type of assessment and possible moderators by ana-
lyzing differences within pairs.

Given the variety of measures, samples, and constructs exam-
ined, significant heterogeneity in effect size estimates was as-
sumed a priori. As such, effect size estimates and moderators were
modeled with mixed-effect regression, which allows for estimation
of overall fixed population effects as well as random effects
associated with each study. In all analyses, effect size estimates
were modeled as nested within study. Mixed-effect models were
estimated with the lme4 package (Bates & Sarkar, 2006) for R (R
Development Core Team, 2010), with hybrid Monte Carlo (MC)
bootstrap and permutation methods used to construct confidence
intervals and perform hypothesis tests on possible moderators.

Analysis of individual effect sizes. In analyses of individual
effect sizes, each effect size estimate was weighted by the inverse
of its estimated variance, with variances for effect size estimates
used as reported in Bloch and Kraemer (1989) and Bonett (2002).
As variances for kappa estimates depend on the base rates of the
variables, study-specific base rates were used when possible; when
these were not available, mean base rates in other studies of the
same construct were used. In cases where no other studies of the
construct were available, the mean base rate over all constructs
was used.

Confidence intervals for the coefficients of fixed effect terms
were computed with a hybrid MC–bootstrap procedure. In this
approach, 10,000 bootstrap replications were used to calculate
confidence intervals. In each bootstrap replication, however, pre-
dicted ICCs were randomly imputed from Pearsons using the
prediction model described above, to simulate the effects of esti-
mating ICCs from Pearson correlations in the data.

Analysis of paired effect sizes. In addition to analyzing the
effect sizes individually, we conducted analyses on the within-
study differences between continuous and discrete effect size es-
timates. Differences between continuous and discrete reliability
estimates were calculated for each pair, and these differences were
modeled with mixed-effect models as just described. Two mixed-
effect models were examined: a model of the binomial probabili-
ties of the continuous estimate being greater than the discrete
estimate and a model of the magnitude of the differences between

2 We explored the use of other effect size metrics in analyses and found
that estimates were similar regardless of the metric used. For example, in
contrast to the continuousness effect of .171 reported in Table 1, a value of
.131 was produced by transforming the kappas and ICCs to Pearsons by
adjusting for base rate or mean-level differences in assessments. We
reported analyses on a kappa–ICC metric because most studies reported
results in this format. Although other ICC metrics might be used (e.g.,
nonparametric ICCs; Rothery, 1979), we believe this metric is standard in
the psychopathology literature, familiar to most in the field, and relatively
well understood statistically.
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the two estimates. In each model, the study sample sizes were used
as weights.

Tests of moderators were performed in two ways: through
MC–bootstrap evaluations of the log-likelihood values under dif-
ferent models and through MC–permutation tests of likelihood
ratio statistics. The former provided an evaluation of whether each
term added significantly to the modeling of differences in effect
sizes; the latter provided an evaluation of whether removing each
term significantly decreased the performance of the models.

MC–bootstrap p values of log-likelihoods were calculated for
each moderator by first obtaining the MC–bootstrap distribution of
the log-likelihood under a model including only an intercept, using
the hybrid MC–bootstrap procedure described above. The log-
likelihoods of models with each moderator added were then com-
pared to this MC–bootstrap distribution to obtain p values for the
moderator terms, to determine whether the log-likelihood signifi-
cantly increased relative to a model with only an intercept. In
addition, the significance of the intercept was evaluated by ran-
domly changing the direction of the difference between continuous
and discrete assessments in each bootstrap replication, to simulate
a scenario in which there is no difference between continuous and
discrete assessments.

Hybrid MC–permutation likelihood ratio tests (LRTs) were con-
ducted by evaluating the distribution of the LRT under a null
model. In each of 10,000 permutation replications, each effect size
difference was randomly reassigned to a different study, which
eliminated any association between moderators and the effect sizes
(Higgins & Thompson, 2004). In addition, as in the MC–bootstrap
simulations, in each permutation replication, predicted ICCs were
randomly imputed from Pearsons with the prediction model de-
scribed above. LRT statistics were calculated for a full model
including intercept and both moderator terms across permutation
replications, simulating the distribution of the LRT statistics under
the null hypothesis.

Results

Analyses of individual effect sizes. Parameter estimates
from the mixed-effect model of individual effect sizes are pre-
sented in Table 1, and corresponding meta-analytic reliability
estimates are shown in Table 2. Values in Table 1 represent fixed
effect parameters coded relative to a discrete measure of external-
izing in a nonclinical sample. It is important to note that the
parameter estimates and confidence intervals presented in Table 1
should not be used to make inferences about the significance of
any particular effect: They reflect inferences about a specific
coefficient, not the term as a whole (e.g., the apparent signifi-
cances of coefficients will change with recoding of the predictors).
Moreover, they reflect a model where all terms in the regression
are assumed to be valid predictors and therefore likely to overstate
the statistical significance of some of the effects. These parameter
estimates and their bootstrap confidence intervals are nevertheless
presented to provide completeness and to give a general sense of
the direction of the effects and the degree of uncertainty associated
with each estimate. For example, consistent with expectations,
reliabilities generally decreased with longer test–retest intervals,
and reliabilities were greater overall in clinical samples, where
pathological behaviors targeted by the measures were more likely
to be observed.

Estimated reliabilities in Table 2 are based on the fixed effect
terms of the mixed-effect model and reflect overall effects con-
trolling for random effects due to study. As is evident, the reli-
abilities are significantly greater for the continuous measures than
for discrete measures across all observed study characteristics.
Overall, the estimated reliabilities under the model suggest that
compared to use of discrete measures, use of continuous measures
increases reliability by approximately 15%.

Analyses of paired effect sizes. The observed pairs of con-
tinuous and discrete reliability estimates are plotted in Figure 1. In
the figure, the size of the circles is proportional to the sample size
used in the calculation of the estimates. The greater size of the
continuous estimates is evident in the rightward shift of the points
relative to the diagonal. The continuous and discrete estimates
were also significantly correlated (Spearman’s � � .664, p �
.0001), although there are some relatively large continuous reli-
ability estimates that have discrete estimates near zero.

In general, results of the mixed-effect modeling of differences
between paired effect sizes indicated that continuous measures
were more reliable than discrete measures and that this phenom-
enon was not significantly moderated by type of phenotype or
sample (see Table 3). Continuous measures were significantly
more reliable than their discrete counterparts, both in terms of the
probability of a given continuous measure being more reliable than
its discrete counterpart (p � .000) and in terms of magnitude of the

Table 1
Reliability Meta-Analysis: Mixed-Effect Modeling of Individual
Effect Sizes

Effect �

95% CI

Lower Upper

Intercept .6897 .6066 .7466
Type of measure

Discrete .0000
Continuous .1708 .1076 .2539

Type of construct
Externalizing .0000
Internalizing �.0126 �.0638 .0443
Pathological introversion �.0091 �.0577 .0375
Thought disorder �.0486 �.1273 .0061
Other �.0107 �.2188 .1381

Type of sample
Nonclinical .0000
Clinical .1273 .0443 .1942

Retest interval (days) �.0005 �.0006 �.0004
Interaction: Measure � Construct

Continuous externalizing .0000
Continuous internalizing .0073 �.0503 .0620
Continuous pathological introversion .0230 �.0246 .0768
Continuous thought disorder .0224 �.0377 .1007
Continuous other .0279 �.1490 .2461

Interaction: Measure � Sample
Continuous nonclinical .0000
Continuous clinical �.0966 �.1817 �.0234

Note. Parameter estimates are fixed-effect terms from the mixed-effect
models of individual effect sizes, as described in the text. Confidence
intervals are based on Monte Carlo–bootstrap procedures described in the
text. Effects are generally coded relative to a baseline condition, repre-
sented by the intercept, of a discrete measure of externalizing used in a
nonclinical sample.
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difference (p � .000). The type of psychopathology construct did
not significantly affect the probability of a continuous measure
being more reliable than a discrete measure (MC–bootstrap p �
.430; MC–permutation p � .372), nor the magnitude of the dif-
ference (MC–bootstrap p � .410; MC–permutation p � .348).
Similarly, type of sample did not significantly affect the probabil-
ity of a continuous measure being more reliable than a discrete
measure (MC–bootstrap p � .498; MC–permutation p � .519),
nor the magnitude of the difference, although this latter effect was
nearly significant (MC–bootstrap p � .440; MC–permutation p �
.058).

Paired effect size analyses conducted separately for single- and
dual-occasion reliabilities are presented in Tables 4 and 5, respec-
tively. As can be seen, the pattern of results for each form of
reliability was similar to the pattern of findings for the reliabilities
considered together in that the type of construct did not appear to
moderate the probability of a continuous measure being more
reliable than a discrete measure or the magnitude of the difference.
Sample type, in contrast, did significantly moderate the magnitude
of the difference but only for single-occasion reliabilities (for
single-occasion reliabilities, MC–bootstrap p � .364 and MC–
permutation p � .007; for dual-occasion reliabilities, MC–
bootstrap p � .483 and MC–permutation p � .328). The magni-
tude of the difference between continuous and discrete reliabilities
was significantly smaller in clinical samples (with estimated dis-
crete and continuous reliabilities of .687 and .895, respectively)
than in nonclinical samples (with estimated reliabilities of .826 and
.909) but only among single-occasion studies. Sample type did not
moderate the probability of observing a continuous reliability
greater than a discrete reliability for either type of reliability.

In general, the pattern of results considered separately by type of
reliability suggests that the nearly significant effect of sample type
among all studies considered together was largely due to studies
reporting single-occasion reliabilities (e.g., interrater reliability
studies). It is important to note, however, that the continuous–
discrete difference was much smaller in dual-occasion studies than
in single-occasion studies (with intercepts of .070 and .364, re-
spectively) and that dual-occasion reliabilities were smaller than
single-occasion reliabilities (with overall estimated reliabilities of
.686 and .847, respectively). The lack of effect of sample type
among dual-occasion reliabilities may represent a sort of floor

effect in this regard; conversely, the greater ceiling among single-
occasion reliabilities may provide more opportunity for the effect
to manifest.

With the effect estimates reported in Table 3, it was possible to
calculate overall model-implied differences in continuous and dis-
crete reliabilities. For example, the overall model-implied proba-
bility of observing a continuous measure with greater reliability
than a discrete measure was .679. Similarly, the model-implied
overall difference in reliabilities between continuous and discrete
measures was approximately .141, slightly larger than what is
implied by the estimated reliabilities in Table 2.

Trends by construct. To explore the possibility that specific
constructs (e.g., alcohol use problems) might demonstrate evi-
dence of equal reliability for continuous and discrete measures
even though superordinate groupings of constructs (e.g., external-
izing) do not, we examined the probability of observing a contin-
uous measure reliability greater than a discrete measure reliability
by specific construct. We found that the probability of observing a
greater reliability with one form of measure or the other strongly
depended on the number of replications of findings involving the
construct. This trend is illustrated in Figure 2; as can be seen, as
the number of effect sizes reported on a construct increased, the
probability of observing greater reliabilities with discrete measures
decreased.

Discretization models. As noted by multiple authors (Krae-
mer, 1979; MacCallum et al., 2002), one can estimate the expected
decrease in magnitude of a correlation as a result of discretizing an
underlying continuous variable. Assuming an underlying bivariate
normal distribution, using the original continuous correlation and
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Figure 1. Scatter plot of reliability estimates; each point represents a pair
of estimates, one using a continuous measure and the other using a discrete
measure. The size of circles is proportional to the sample size used to
calculate the estimate. The light solid line is drawn for a reference point
and represents what would be expected if the continuous and discrete
estimates were equal. To the extent points are lower than the line, contin-
uous estimates are greater; to the extent points are above the line, discrete
estimates are greater.

Table 2
Reliability Estimates Based on Mixed-Effect Modeling of
Individual Effect Sizes

Parameter Overall Discrete Continuous

Overall .766 .711 .820
Type of construct

Externalizing .768 .719 .817
Internalizing .774 .727 .821
Pathological introversion .795 .736 .853
Thought disorder .749 .686 .812
Other .691 .640 .742

Type of sample
Nonclinical .738 .646 .830
Clinical .774 .731 .818

Note. Reliability estimates are predicted values of the model based on
fixed-effect parameters from Table 1.
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the proportion of individuals in the dichotomized groups (or,
equivalently, the points of discretization on the normal distribu-
tion), one can estimate the correlation involving the discretized
variable. Kraemer provided these formulas for kappa in continuous
distributions that have been discretized; MacCallum et al. provided
these formulas for Pearson-family correlations.

We applied the formulas of Kraemer (1979) to the kappa–
Pearson pairs, in order to determine how the observed discrete
reliabilities compare to what would be expected under a simple
discretization model. Sample-specific base rates, mean base rates
for the constructs involved, or mean base rates observed in the
meta-analysis were used as available; in cases where base rates
were available separately for the two assessments, the first base
rate was used. The results of these analyses are illustrated in Figure
3. As is evident in the figure, there was significant variability
around the values predicted by a simple discretization model
(variance of the difference � .034), possibly due to errors in the
assumption of normality, assumed base rates, and the assumed
underlying continuous reliability, as well as to errors in the dis-
cretization model itself. The mean observed–expected difference
in discrete reliabilities was .099; the median difference was .147;
the observed and expected values were significantly different
according a Wilcoxon signed-rank test (W � 4,323; p � .001).
Therefore, under the assumptions of the discretization model, the
observed discrete reliabilities were actually typically somewhat
larger than would be expected under discretization of an underly-
ing normal distribution.

Discussion

Overall, the results of this meta-analysis underscore previous
empirical and methodological findings that continuous measures
are more reliable than discrete measures across a wide range of
settings. Our meta-analysis extends these findings by demonstrat-
ing that this difference in reliability is invariant across different
forms of psychopathology and is generally robust to changes in
sample characteristics. In general, researchers have a 68% chance
of observing greater test–retest reliabilities with continuous mea-
sures and can expect a 15% increase in the size of the reliabilities
with use of continuous measures. Analyses of specific constructs
suggest, moreover, that deviations from this trend for any given
construct are likely to be due to sampling variation.

Analyses of differences between continuous and discrete mea-
sures by different types of reliability indicated that the advantage
of continuous measures of psychopathology may be attenuated in
clinical populations. However, this effect seemed limited to reli-
abilities in which the two assessments were based on the same
behavioral information (e.g., interrater reliability) and did not
generalize to cases where assessments were based on different
behavioral information (e.g., test–retest reliability). These results
suggest that discrete assessments of psychopathology are more
consistent in cases where base rates of the target phenomena are
greater and where the behavior being assessed is held constant
across assessors. When the behavior is allowed to vary and when the
phenomena of interest are less prevalent, the advantage of continuous

Table 3
Reliability Meta-Analysis: Mixed-Effect Modeling of Differences in Effect Sizes, All Reliabilities

Effect lnL p �2 p �

95% CI

Lower Upper

Binomial model
Intercept �1,777.31 .000 .944 0.779 1.154
Type of construct �1,733.23 .430 88.16 .372

Externalizing .000
Internalizing .011 �0.140 0.161
Pathological introversion �.001 �0.133 0.119
Thought disorder �.076 �0.204 0.039
Other �.273 �0.717 0.124

Type of sample �1,774.37 .498 5.88 .519
Nonclinical .000
Clinical �.215 �0.506 �0.017

Difference model
Intercept �521.42 .000 .227 0.171 0.296
Type of construct �517.37 .410 4.264 .348

Externalizing .000
Internalizing �.019 �0.112 0.065
Pathological introversion �.024 �0.106 0.064
Thought disorder .046 �0.040 0.128
Other �.082 �0.193 0.136

Type of sample �519.29 .440 8.11 .058
Nonclinical .000
Clinical �.114 �0.185 �0.058

Note. Parameter estimates are fixed-effect terms from the mixed-effect models of differences within pairs of effect sizes, as described in the text. The
binomial model modeled the probability of observing a continuous effect size greater than its discrete counterpart; the difference model modeled the
magnitude of difference between continuous effect sizes and their discrete counterparts. P values for the log-likelihood and likelihood ratio �2 and
confidence intervals for the effect parameters � are based on MC–permutation and MC–bootstrap procedures described in the text. Effects are coded relative
to a baseline condition, represented by the intercept, of a measure of externalizing used in a nonclinical sample. MC � Monte Carlo.
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measures is greater. It should be noted, moreover, that even in clinical
samples where behavioral information is held fixed across raters,
continuous measures were more reliable, albeit less so.

Meta-Analysis 2: Validity

Method

Samples. As in the reliability meta-analysis, studies were lo-
cated by searching for relevant search terms (e.g., continuous and
categorical, validity) in PsycINFO, Google, Google Scholar, and
PubMed. Works citing potential studies were also searched, as were
the references of potential studies. Finally, the references of chapters
and review papers on categorical and continuous assessment of psy-
chopathology were searched for empirical papers. In keeping with the
search methodology of the reliability meta-analysis, only those studies
reporting continuous and categorical validity measures of the same
constructs in the same samples were included.

In total, 652 effect size estimates from 27 studies, representing
a total of 55,375 participants, were included in the meta-analysis.
Twenty studies included clinical samples, and seven studies in-
cluded nonclinical samples. Twenty-three studies were conducted
in English, and one study each was conducted in Spanish, Dutch,
Chinese, and Italian. References for the final list of studies are
given in Appendix B.

Effect size estimates and moderators.
Effect size estimates. Most studies reported discrete estimates

using Pearsons, multiple correlations, kappas, or R2, although odds

ratios, log odds, phi correlations, and beta coefficients were also
reported. Most studies reported continuous estimates using Pear-
sons, R2 statistics, and multiple correlations, although odds ratios,
phi correlations, log odds, and ICCs were reported as well. To put
the kappas, ICCs, and Pearsons on a comparable scale, we trans-
formed the kappas to estimated Pearsons using methods described
in Bloch and Kraemer (1989, p. 279; cf. Cohen, 1960, and Max-
well, 1977, Equations 1a and 3). Kappas were adjusted for base
rate or mean-level differences in assessments using study-specific
base rates corresponding to the estimate; when these were not
available, we used the mean base rate of the phenotype in other
studies or, when that was not available, the mean base rate across
studies.3

Moderators. As in the reliability meta-analysis, two moder-
ators of validity were tested: which type of construct was measured
and whether the sample was clinical or nonclinical in composition.
Constructs were classified as in the reliability meta-analysis, ac-
cording to their relationship with four higher order psychopathol-
ogy factors—internalizing, externalizing, thought disorder, and
pathological introversion—as reported in previous literature

3 As in the reliability meta-analysis, we explored the use of other effect
size metrics in analyses and found again that estimates were similar
regardless of the metric used. For example, in contrast to the continuous-
ness effect of .088 reported in Table 6, a value of .096 was produced by
using ICCs predicted from Pearsons. We reported analyses on a Pearson
metric because most studies reported results in this format.

Table 4
Reliability Meta-Analysis: Mixed-Effect Modeling of Differences in Effect Sizes, Single-Occasion Reliabilities

Effect lnL p �2 p �

95% CI

Lower Upper

Binomial model
Intercept �703.82 .000 .978 0.698 1.257
Type of construct �695.21 .466 17.22 .877

Externalizing .000
Internalizing �.034 �0.256 0.171
Pathological introversion �.076 �0.283 0.107
Thought disorder �.014 �0.170 0.150
Other .361 0.112 0.628

Type of sample �700.74 .483 6.15 .328
Nonclinical .000
Clinical �.313 �0.683 0.038

Difference model
Intercept �312.49 .003 .364 0.256 0.470
Type of construct �306.41 .336 12.17 .185

Externalizing .000
Internalizing �.075 �0.210 0.058
Pathological introversion �.085 �0.204 0.070
Thought disorder .057 �0.073 0.179
Other .151 0.067 0.241

Type of sample �307.82 .364 9.33 .007
Nonclinical .000
Clinical �.243 �0.351 �0.134

Note. Parameter estimates are fixed-effect terms from the mixed-effect models of differences within pairs of effect sizes, as described in the text. The
binomial model modeled the probability of observing a continuous effect size greater than its discrete counterpart; the difference model modeled the
magnitude of difference between continuous effect sizes and their discrete counterparts. P values for the log-likelihood and likelihood ratio �2 and
confidence intervals for the effect parameters � are based on MC–permutation and MC–bootstrap procedures described in the text. Effects are coded relative
to a baseline condition, represented by the intercept, of a measure of externalizing used in a nonclinical sample. MC � Monte Carlo.

864 MARKON, CHMIELEWSKI, AND MILLER



(Krueger & Markon, 2006; Markon, 2010b). There was an addi-
tional category for studies in which the validity of multiple con-
structs was examined simultaneously.

Analyses. As in the reliability meta-analysis, two approaches
were adopted in analysis of validities: analyses of the effect sizes
per se and analyses of the differences between the paired effect
sizes obtained using discrete and continuous measures. Mixed-
effect modeling with MC–bootstrap and MC–permutation infer-
ence was again used in each approach, with effect sizes modeled
as nested within study.

Analysis of individual effect sizes. Mixed-effect models were
again estimated with the lme4 package (Bates & Sarkar, 2006) for
R (R Development Core Team, 2010). Each effect size estimate
was weighted by the inverse of its estimated variance, with vari-
ances for effect size estimates used as reported in Gurland (1968)
and Gurland and Milton (1970). Confidence intervals were com-
puted for coefficients of the fixed effect terms with the MC–
bootstrap procedure utilized in the reliability meta-analysis. Due to
heterogeneity in effect sizes reported across studies, analyses of
individual effect sizes were restricted to those in a correlation
metric (i.e., beta weights and odds ratios were excluded). The
results of these analyses were used to meta-analytically estimate
average validities encountered in the literature.

Analysis of paired effect sizes. To evaluate the effect of
moderators, we conducted analyses on the within-study differences
between continuous and discrete effect size estimates. Two mixed-
effect models were examined: a model of the binomial probabili-
ties of the continuous estimate being greater than the discrete

estimate and a model of the magnitude of the differences between
the two estimates. Study sample sizes were again used as weights.
As in the analyses of individual effect sizes, models of the mag-
nitudes of differences were restricted to those pairs of effect sizes
in a correlation metric. However, models of the binomial proba-
bilities included all effect sizes. As in the reliability analysis, the
significance of moderator terms was evaluated with MC–bootstrap
p values for the log-likelihoods and MC–permutation p values for
the LRT statistics.

Results

Analyses of individual effect sizes. Parameter estimates
from the mixed-effect model of individual effect sizes are pre-
sented in Table 6, and corresponding meta-analytic validity esti-
mates are shown in Table 7. Values in Table 6 represent fixed
effect parameters coded relative to a discrete measure of external-
izing in a nonclinical sample. (As in the reliability meta-analysis,
caution is warranted in interpreting the coefficients in Table 6, as
they should not be used to test the significance of terms; the values
in the table are presented for the sake of completeness.) Again, the
validities are greater for the continuous measures than for discrete
measures across all observed study characteristics. The estimated
validities under the model suggest that compared to use of discrete
measures, use of continuous measures increases validity by ap-
proximately 37%. An increase is apparent for every type of psy-
chopathology and for both types of sample.

Table 5
Reliability Meta-Analysis: Mixed-Effect Modeling of Differences in Effect Sizes, Dual-Occasion Reliabilities

Effect lnL p �2 p �

95% CI

Lower Upper

Binomial model
Intercept �1,066.70 .000 .828 0.564 1.043
Type of construct �979.60 .345 174.21 .313

Externalizing .000
Internalizing .057 �0.170 0.291
Pathological introversion .080 �0.077 0.270
Thought disorder �.174 �0.400 0.002
Other �.292 �0.631 0.105

Type of sample �1,066.65 .501 0.105 .807
Nonclinical .000
Clinical �.034 �0.243 0.208

Difference model
Intercept �199.105 .000 .070 0.005 0.123
Type of construct �196.584 .366 5.04 .445

Externalizing .000
Internalizing .036 �0.080 0.130
Pathological introversion .042 �0.022 0.112
Thought disorder .010 �0.071 0.092
Other �.080 �0.237 0.147

Type of sample �198.966 .474 0.276 .620
Nonclinical .000
Clinical .035 �0.024 0.098

Note. Parameter estimates are fixed-effect terms from the mixed-effect models of differences within pairs of effect sizes, as described in the text. The
binomial model modeled the probability of observing a continuous effect size greater than its discrete counterpart; the difference model modeled the
magnitude of difference between continuous effect sizes and their discrete counterparts. P values for the log-likelihood and likelihood ratio �2 and
confidence intervals for the effect parameters � are based on MC–permutation and MC–bootstrap procedures described in the text. Effects are coded relative
to a baseline condition, represented by the intercept, of a measure of externalizing used in a nonclinical sample. MC � Monte Carlo.
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Analyses of paired effect sizes. The observed pairs of con-
tinuous and discrete validity estimates are plotted in Figure 4. In
the figure, the size of the circles is proportional to the sample size
used in the calculation of the estimates. The greater size of the
continuous estimates is evident in the rightward shift of the points
relative to the diagonal. The continuous and discrete estimates
were also significantly correlated (Spearman’s � � .697, p �
.0001).

In general, results of the mixed-effect modeling of differences
between paired effect sizes indicated that continuous measures had
greater validities than discrete measures and that this phenomenon
was not significantly moderated by type of phenotype or sample.
(As in the individual effect size analyses, it is important to note
that the confidence intervals for the individual coefficients are
presented in Table 8 for the sake of completeness and should not
be used to interpret significance.) Continuous measures had sig-
nificantly greater validities than did their discrete counterparts,
both in terms of the probability of a given continuous measure
having greater validity than its discrete counterpart (p � .000) and
in terms of magnitude of the difference (p � .000). The type of
psychopathology construct did not significantly affect the proba-
bility of a continuous measure having greater validity than a
discrete measure (MC–bootstrap p � .475; MC–permutation p �
.815) or the magnitude of the difference (MC–bootstrap p � .423;
MC–permutation p � .297). Similarly, type of sample did not
significantly affect the probability of a continuous measure having
greater validity than a discrete measure (MC–bootstrap p � .482;
MC–permutation p � .523) or the magnitude of the difference
(MC–bootstrap p � .487; MC–permutation p � .687).

Using the effect estimates in Table 8, the overall model-implied
probability of observing a continuous measure with greater valid-
ity than a discrete measure was .699. Similarly, the model-implied
overall difference in validities between continuous and discrete

measures was .107, similar to the difference implied by the esti-
mated validities in Table 7.

Trends by construct. To explore the possibility that specific
constructs (e.g., alcohol use problems) might demonstrate evi-
dence of equal validity for continuous and discrete measures even
though superordinate groupings of constructs (e.g., externalizing)
do not, we examined the probability of observing a continuous
measure with a validity greater than that of a discrete measure for
the constructs examined across studies. As in the analysis of
reliabilities, the probability of observing a greater validity with a
continuous measure was found to depend on the number of repli-
cations of findings involving the construct. This trend is illustrated
in Figure 5. As can be seen, as the number of effect sizes reported
on a construct increased, the probability of observing greater
validities with continuous measures increased and, conversely, the
probability of observing greater validities with discrete measures
decreased.

This trend was not as pronounced as it was in the reliability
meta-analysis, however. The point in the lowermost right portion
of the plot, for example, represents obsessive-compulsive person-
ality pathology. Continuous and discrete measures of obsessive-
compulsive personality pathology were approximately equally
likely to demonstrate larger validities, despite the fact that effect
sizes were reported on the construct over twenty times. Whether
this pattern would remain with further replications is unclear.

Discretization models. As in the reliability meta-analysis, the
formulas of MacCallum et al. (2002) were applied to the discrete–
continuous pairs, in order to determine how the observed validities
for discrete variables would compare to what would be expected
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Figure 2. Plot of the proportion of reported reliabilities for which the
continuous measure estimate is greater than the discrete measure estimate,
as a function of the number of replications. Each point represents a
different construct.
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Figure 3. Plot of discrete reliabilities as a function of the continuous
reliabilities, for observed values and predicted values based on simple
dichotomization of a bivariate normal distribution (Kraemer, 1979). Only
kappa–Pearson pairs are shown. Filled circles correspond to observed
values; open circles are predicted values based on a simple dichotomization
model. Light solid lines indicate observed–predicted pairs; the dark dotted
line illustrates what would be expected if the discrete and continuous
estimates were identical.
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under a simple discretization model. Sample-specific base rates,
mean base rates for the constructs involved, or mean base rates
observed in the meta-analysis were used as available; in cases
where base rates were available separately for the two assessments,
the first base rate was used. In order to make use of MacCallum et
al.’s (2002) results, we restricted analyses to effect sizes involving
continuous outcomes.

The results of these analyses are illustrated in Figure 6. As is
evident in the figure, there was substantial variability around the

values predicted by a simple discretization model, although less
than was observed for the reliabilities (variance of the difference �
.009). The mean observed–expected difference in discrete validi-
ties was .045; the median difference was .055; these differences
were not significant according to a Wilcoxon rank sum test (W �
3699; p � .089). As was the case for the reliability meta-analysis,
the observed discrete validities were typically somewhat larger
than would be expected under discretization of an underlying
normal distribution. In general, however, validities were more
consistent with a discretization model than was the case for the
reliabilities. In fact, in contrast to the reliabilities, they did not
differ significantly from what would be expected under such a
model.

Discussion

As with the reliability meta-analysis, this meta-analysis of va-
lidities supports previous findings that continuous measures are
more valid than discrete measures across a wide range of settings.
Our meta-analysis extends these findings by demonstrating that
this difference in validity is largely invariant across different
spectra of psychopathology and is robust to the clinical status of
the sample. The pattern of results found here for validities parallels
that of the reliabilities, suggesting that researchers have an approx-
imately 70% chance of observing greater validities with continu-
ous measures and on average could expect a 37% increase in
validity through adoption of a continuous measure alone.

Viewed from the perspective of statistical power, the current
results suggest that use of continuous measures reduces by half the
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Figure 4. Scatter plot of validity estimates; each point represents a pair of
estimates, one using a continuous measure and the other using a discrete
measure. The size of circles is proportional to the sample size used to
calculate the estimate. The light solid line is drawn for a reference point
and represents what would be expected if the continuous and discrete
estimates were equal. To the extent points are lower than the line, contin-
uous estimates are greater; to the extent points are above the line, discrete
estimates are greater.

Table 6
Validity Meta-Analysis: Mixed-Effect Modeling of Individual
Effect Sizes

Effect �

95% CI

Lower Upper

Intercept .2002 .1316 .2500
Type of measure

Discrete .0000
Continuous .0883 .0249 .1933

Type of construct
Externalizing .0000
Internalizing .0250 �.0509 .0988
Pathological introversion .0250 �.0477 .0911
Thought disorder .0128 �.0608 .0765
Multiple .0212 �.0453 .0801

Type of sample
Nonclinical .0000
Clinical .1040 .0396 .1729

Interaction: Measure � Construct
Continuous externalizing .0000
Continuous internalizing .0304 �.0849 .0948
Continuous pathological introversion �.0242 �.1355 .0565
Continuous thought disorder �.0776 �.1756 .0142
Continuous multiple �.1586 �.2649 �.0564

Interaction: Measure � Sample
Continuous nonclinical .0000
Continuous clinical .1114 �.0115 .1599

Note. Parameter estimates are fixed-effect terms from the mixed-effect
models described in the text. P values and confidence intervals are based
on Monte Carlo–bootstrap procedures described in the text. Effects are
generally coded relative to a baseline condition, represented by the inter-
cept, of a discrete measure of externalizing used in a nonclinical sample.

Table 7
Validity Estimates Based on Mixed-Effect Modeling of
Individual Effect Sizes

Parameter Overall Discrete Continuous

Overall .364 .305 .419
Type of construct

Externalizing .326 .254 .395
Internalizing .420 .317 .514
Pathological introversion .402 .321 .477
Thought disorder .369 .311 .424
Multiple .348 .324 .372

Type of sample
Nonclinical .247 .205 .288
Clinical .381 .320 .438

Note. Validity estimates are predicted values of the model based on
fixed-effect parameters from Table 6.
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sample sizes necessary to achieve traditional significance levels
for the typical effect sizes observed (e.g., achieving 80% power to
detect the validities in Table 5 at a significance level of .05 would
require approximately 43 individuals for a continuous measure vs.
82 individuals for a discrete measure). Although the studies ex-
amined here typically had more than enough power to detect these
effect sizes, there are many situations in which issues of power and
sample size are critical. The current results suggest that adoption of
continuous measures could greatly improve power in such situa-
tions.

General Discussion

Overall, the results of these two meta-analyses—involving a
total of 58 studies and 59,575 participants—suggest that continu-
ous measures of psychopathology are more reliable and valid
across a wide range of settings, with little evidence of any signif-
icant exceptions. Individuals have roughly a 70% chance of ob-
serving greater reliabilities and validities with continuous mea-
sures and can expect an increase of 15% in reliability and 37%
increase in validity simply by adopting a continuous over a dis-
crete measure of psychopathology.

These results support a large body of empirical and theoretical
literature suggesting that continuous measures generally outper-
form discrete measures, and echo the many calls for more wide-
spread adoption of continuous measures in clinical and research
settings (e.g., Clark, 1999; Krueger et al., 2005; Trull & Durrett,
2005; Widiger & Samuel, 2005). These results extend prior re-

search by demonstrating the empirical effect of using continuous
measures across different settings, precisely quantifying the mag-
nitude of this effect, and demonstrating that it is robust to differ-
ences in construct and sample.

The weight of evidence summarized here suggests that, in the
absence of a specific rationale for the contrary, continuous mea-
sures of psychopathology should be preferred over discrete mea-
sures a priori, insofar as they increase reliability and validity. Our
results are broadly consistent with the recommendations of De-
Coster et al. (2009), in this regard, in that in the absence of any
evidence to the contrary, use of continuous measures is likely to
maximize or nearly maximize the strength of observed relation-
ships with other measures.

Explaining the Relative Performance of Discrete and
Continuous Measures

Given that continuous measures of psychopathology are gener-
ally more reliable and valid, it is reasonable to ask why this is the
case. A related and perhaps more important question is why the
magnitude of the difference in performance is as large— or
small—as it is and what causes variation in this difference. For
example, if the analyses suggest that there is roughly a 70% chance
of observing a greater reliability or validity when using continuous
measures, this implies that there is a 30% chance of observing a
greater value using discrete measures—which is somewhat larger
than might be expected given some simulations reported in the
methodological literature (e.g., MacCallum et al., 2002). Under-

Table 8
Validity Meta-Analysis: Mixed-Effect Modeling of Differences in Effect Sizes

Effect lnL p �2 p �

95% CI

Lower Upper

Binomial model
Intercept �20,166.19 .000 .911 0.808 1.008
Type of construct �20,066.34 .475 199.69 .815

Externalizing .000
Internalizing .074 �0.046 0.225
Pathological introversion �.030 �0.171 0.097
Thought disorder �.065 �0.168 0.018
Multiple .025 �0.110 0.126

Type of sample �20,165.92 .482 0.530 .523
Nonclinical .000
Clinical �.080 �0.192 0.057

Difference model
Intercept �708.29 .000 .111 0.066 0.151
Type of construct �704.28 .423 8.03 .297

Externalizing .000
Internalizing �.018 �0.075 0.035
Pathological introversion �.043 �0.102 0.021
Thought disorder �.056 �0.113 �0.004
Multiple �.121 �0.166 �0.074

Type of sample �708.19 .487 0.202 .687
Nonclinical .000
Clinical .064 0.014 0.119

Note. Parameter estimates are fixed-effect terms from the mixed-effect models of differences within pairs of effect sizes, as described in the text. The
binomial model modeled the probability of observing a continuous effect size greater than its discrete counterpart; the difference model modeled the
magnitude of difference between continuous effect sizes and their discrete counterparts. P values for the log-likelihood and likelihood ratio �2 and
confidence intervals for the effect parameters � are based on MC–permutation and MC–bootstrap procedures described in the text. Effects are coded relative
to a baseline condition, represented by the intercept, of a measure of externalizing used in a nonclinical sample. MC � Monte Carlo.
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standing why this is the case might help inform psychopathology
theory and research.

Loss of information. At some level, the most likely expla-
nation for the widespread psychometric superiority of continuous
measures of psychopathology is the same that has been proposed
for other measures: loss of information. When a construct lies on
a continuum and is artificially discretized, valid variation between
individuals is often eliminated. Individuals who are relatively
different might be reclassified as having the same diagnostic
status, and individuals who are relatively similar might be reclas-
sified as having different diagnostic status. This discretization
process obscures individuals’ standing on the latent variable, low-
ering reliabilities and validities (excellent discussions of this are
provided by DeCoster et al., 2009, and MacCallum et al., 2002).

Although discussions in the literature have often suggested that
psychopathology might represent an important exception to this
phenomenon (e.g., DeCoster et al., 2009; MacCallum et al., 2002;
Ruscio & Ruscio, 2002), the current meta-analyses suggest this is
not the case. Across a wide variety of measures and constructs,
continuous measures are generally more reliable and valid, sug-
gesting that relative to use of continuous measures, use of discrete
measures incur a loss of information. The extra precision in the
scale of measurement of continuous measures provides additional,
valuable information that improves statistical power.

At the same time, it is important to note that the magnitude of
the loss of information with discretization of psychopathology
measures might be less than expected under simple discretization
models (i.e., those in which the discrete measures represent di-
chotomized continuous normal distributions; e.g., Kraemer, 1979;
MacCallum et al., 2002). In both the reliability and the validity
analyses, observed values on discrete measures were somewhat
larger than expected under a simple discretization process. These
results should be interpreted with a great deal of caution, as this

difference was not significant in the validity analysis, and it is
unclear how well the assumptions of the models (e.g., normality of
the continuous variables) are met. This difference does however
raise the possibility that discrete measures of psychopathology lose
somewhat less information than might be expected under a simple
bivariate normal threshold model.

One interpretation of this, discussed in the following section, is
that psychopathology constructs sometimes represent mixtures of
continuous subpopulations, comprising valid continuous variance
as well as discrete features. Under this scenario, continuous mea-
sures provide valid information that is not entirely lost with dis-
cretization. Another possibility is a psychometric variant of the file
drawer problem: that reports of statistics are selective when dis-
crete measures are being used (e.g., not reporting reliabilities for
measures that fail to attain conventional standards). A related
possibility is that authors might sometimes choose thresholds of
discrete measures in such a way as to maximize validities in any
particular sample, which would lead to upwardly biased estimates
of effects (cf. Marshall et al., 2000). This might be especially
relevant to psychopathology measures, as a single instrument
might be scored in multiple ways to provide discrete as well
continuous measurements and thereby be subject to multiple stan-
dards or afford flexibilities in scoring.

The importance of appropriate thresholds. Thresholds
(e.g., diagnostic thresholds, cutpoints) are critical to understanding
how well a discrete measure will perform relative to a continuous
measure. The loss of information associated with discrete mea-
sures when a continuous variable is discretized is strongly related
to how the thresholds are established (e.g., Felsenstein & Pötzel-

0 10 20 30 40 50

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Number of Replications

P
ro

po
rti

on
 (C

on
tin

uo
us

 >
 D

is
cr

et
e)

Figure 5. Plot of the proportion of reported validities for which the
continuous measure estimate is greater than the discrete measure estimate,
as a function of the number of replications. Each point represents a
different construct.
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Figure 6. Plot of discrete validities as a function of the continuous
validities, for observed values and predicted values based on simple di-
chotomization of a bivariate normal distribution (MacCallum, Zhang,
Preacher, & Rucker, 2002). Filled circles correspond to observed values;
open circles are predicted values based on a simple dichotomization model.
Light solid lines indicate observed–predicted pairs; the dark dotted line
illustrates what would be expected if the discrete and continuous estimates
were identical.
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berger, 1998; MacCallum et al., 2002). More generally, the appro-
priate use of thresholds is critical to maximizing the reliability and
validity obtained with discrete measures (DeCoster et al., 2009).
The studies examined here, likely to be representative of actual
practice, utilized diverse approaches to establishing thresholds:
Many targeted conventional criteria established by official nosol-
ogies such as the DSM or ICD (e.g., Chanen et al., 2004; Zim-
merman & Coryell, 1989), some used signal detection theory
methods (e.g., Ross, Gavin, & Skinner, 2003), and some used
thresholds established by other statistical methodologies (e.g.,
Goedeker & Tiffany, 2008; Watson, 2003). As not all of the
studies included in the meta-analyses used optimal thresholds, the
current results might underestimate what might be achievable by
discrete measures relative to continuous measures in terms of their
psychometric characteristics.

In this regard, our results highlight the need for more rigorous
consideration of how to best make discrete assessment decisions
when they are necessary or desired for whatever reason. Given that
relative to continuous measures, discrete indicators are likely to
incur some loss in statistical power, greater attention should be
placed on how to optimally develop them to minimize this loss.
Signal detection theory methods (McFall & Treat, 1999; Swets,
1988), which have been used to establish cutoffs in psychopathol-
ogy research for some time (e.g., Murphy et al., 1987), represent
one underutilized approach to establishing such thresholds. How-
ever, signal detection theory approaches to thresholds rely on
comparing a continuous measure to a diagnostic standard. This
creates a certain circularity—how does one establish the threshold
for the standard?—suggesting other methods are also needed
(Faraone & Tsuang, 1994). Methods based on latent variables,
such as taxometric approaches to establishing thresholds (e.g.,
Ruscio & Ruscio, 2002; Waller & Meehl, 1998) and mixture
models (McLachlan & Peel, 2000), represent promising possibil-
ities in this regard. In general, more theoretical and empirical
attention should be focused on how to best make discrete assess-
ments of observed psychopathology and, more broadly, how this
should be instantiated in nosologies that can be used in clinical and
research settings (for a detailed discussion of this issue, see Kam-
phuis & Noordhof, 2009).

The role of sample characteristics. Certain features of the
current results help clarify why continuous indicators of psycho-
pathology might be relatively more reliable and valid in some
settings than others. For instance, these results suggest that the
reliabilities of discrete and continuous indicators differ more in
nonclinical than in clinical settings, at least when behaviors are
held constant across assessment occasions. One interpretation of
such results is that relatively less severe, subclinical behaviors are
evidenced in nonclinical settings in a way that can be captured by
continuous but not discrete measures of psychopathology. Consis-
tent with this interpretation, in single-occasion assessment scenar-
ios, discrete reliabilities decreased much more in nonclinical set-
tings than did continuous reliabilities, the latter changing relatively
little across sample type. Continuous measures of psychopathology
generally appear more reliable—there were no conditions when
the opposite appeared true—but this may be especially true in
settings where psychopathology is less severe or prevalent or
where continuous measures can otherwise better accommodate
informative behaviors that are evidenced, across a greater range.

Differences in reliability versus validity. One interesting set
of questions relates to whether and why the advantage of contin-
uous measures might be different for reliability versus validity
statistics. It is important to note in this regard that even though
continuous measures produced greater reliabilities and validities in
terms of relative magnitude (15% and 37% increases, respec-
tively), the absolute magnitude of the increases was extremely
similar for reliabilities and validities (.109 and .114, respectively).
In some sense, then, the apparently greater advantage for validities
is due to the fact that the typical validities (.364) were smaller than
the reliabilities (.766), so the same absolute increase had a larger
relative effect.

Nevertheless, various factors might be differentially relevant to
the reliability versus validity advantages of continuous versus
discrete measures of psychopathology. Similar to what was already
noted, for example, reports of reliabilities often serve a different
function than those of validities and are subject to different stan-
dards in that regard. Reporting on and using poor measures usually
has little utility, whereas reporting on validities has often has
scientific utility regardless of their magnitude. Truncation in what
is reported about reliabilities might affect what is concluded about
discrete versus continuous measures in this regard, at least relative
to what is concluded about validities. Another possibility is alluded
to in the observation that the advantage of continuous measures is
attenuated in clinical samples only for single-occasion reliability
designs: that many reliability designs decrease the number of
sources of variance affecting a measure, which reduces the advan-
tage of continuous measures relative to what might be observed for
validities.

It is likely that the decreased reliability of discrete measures is
contributing in part to their decreased validity. However, quanti-
fying the extent to which this is the case and the extent to which
other factors are contributing to the decreased validity of discrete
measures is challenging. As Carey and Gottesman (1978) noted,
the relationship between reliability and validity is complex for
dichotomous measures and depends on specific parameters of the
situations encountered. In fact, they showed that increases in
reliability can sometimes be associated with decreases in validity
under certain conditions, an observation they cited as reason for
caution in overemphasizing reliability at the expense of validity
(cf. Hyman, 2010). Determining how and why relative decrements
in the reliability of discrete measures relate to decrements in
validity will require additional research, but such studies will
probably reveal a great deal about how to optimize assessments of
psychopathology and the nature of the underlying constructs.

Random sampling variation. Finally, it is important to draw
attention to the role of random variation (e.g., sampling error) in
observing larger or smaller reliabilities or validities in discrete
versus continuous measures. MacCallum et al. (2002) illustrated
this phenomenon extremely well: Even when dichotomization
decreases associations in discrete measures at the population level,
it is possible to observe larger values with discrete versus contin-
uous measures simply by chance. The trends illustrated in Figures
3 and 5 reinforce this observation by showing that, as the number
of reports on a construct increase, reports of greater reliabilities
and validities using continuous measures tend to outnumber the
reverse at greater rates. Psychiatric measurement may be similar to
other areas of science in this regard, in that many initial reports of
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a phenomenon can be attributable to chance, and subsequent
replications are critically important (Ioannidis, 2005).

Varieties of Discreteness and Continuousness in
Psychopathology Theory

The current results indicate that it is generally reasonable to
assume a priori that continuous measures of psychopathology are
more reliable and valid. It is important to emphasize, however, that
characteristics of observed measures are only one perspective on
how psychopathology can be understood to be discrete or contin-
uous. For instance, finding that continuous observed measures are
more reliable or valid does not preclude discreteness in the distri-
bution of the latent construct itself. Also, it is important to em-
phasize that even if a latent construct or its manifestation in a set
of observed measures is continuous, it may nevertheless demon-
strate discreteness in the form of the construct’s relationships with
other variables.

Latent versus manifest discreteness and continuousness. It
is important to distinguish between continuousness and discrete-
ness in the latent constructs themselves versus in the observed,
manifest indicators. One can have continuous indicators of discrete
constructs or vice versa. It is important to note that even though
our results suggest that continuous indicators are generally more
reliable and valid, this does not preclude discreteness of some sort
in the latent variables themselves. As noted in the introduction, it
is often better, seemingly paradoxically, from a psychometric
perspective to assess discrete latent variables with continuous
indicators (Lubke & Neale, 2008; Markon & Krueger, 2006).

The widespread superiority of continuous measures in our anal-
yses in terms of reliability and validity does suggest that continuity
in the observed measures is capturing some valid continuity at the
latent level. However, it is possible to explain this phenomenon in
terms of a mixture of latent continuous subpopulations. Under this
scenario, discrete groups do exist, but there is valid continuous
variation within each group. In the taxometrics literature, this
within-group variance has sometimes been referred to as “nuisance
covariance” (Waller & Meehl, 1998). Considered in the context of
the current results, this label is somewhat misleading in that
continuous measures are likely able to capitalize on this latent
within-group variance to increase statistical power at the observed
level. Although the within-group variance does create challenges
in distinguishing between the latent groups (relative to the situa-
tion where there is no within-group variance) and is nuisance
variance in this sense, it nevertheless provides important, valid
information from an assessment perspective. Continuing with the
example of general cognitive ability, imagine an individual carry-
ing a catastrophic mutation (e.g., a repeat expansion mutation; La
Spada & Taylor, 2010): although the individual is a member of a
discrete etiological class, his or her actual measured general cog-
nitive ability, which is measured continuously, has important pre-
dictive status.

These mixture models hold great promise as a way to explain
latent discreteness in psychopathology and are generally consistent
with our results. The fact that reliabilities and validities were
actually slightly larger in our analyses than would be predicted on
the basis of dichotomization alone, for example, is consistent with
such a scenario. Also consistent with this scenario was the ten-
dency for discrete and continuous reliabilities to be more similar in

clinical samples, under certain circumstances—the attenuated dif-
ference might reflect discrete subpopulations observable in clinical
samples but only rarely if at all in nonclinical samples. Mixture
models—which arguably form the basis for taxometric approaches
but are not limited to those methods—have been explicitly pro-
posed for various forms of psychopathology, such as psychosis
proneness (Lenzenweger, McLachlan, & Rubin, 2007). Mixture
models would help explain observations that the available evi-
dence supports discrete as well as continuous features of psychosis
(Linscott & van Os, 2010).

It is possible in this sense for a construct to possess both discrete
and continuous features and for constructs to occupy a sort of
middle position in a continuum from perfectly discrete to perfectly
continuous. De Boeck, Wilson, and Acton (2005), for example,
have proposed that the degree of discreteness or continuousness of
a variable can be formulated in terms of the joint degree of within-
and between-group variation of a construct. Relatively discrete
constructs, in this framework, have large between-group variation
and relatively little within-group variation; relatively continuous
constructs, in contrast, have small between-group variation and
relatively large within-group variation. It is conceivable for a
psychopathology construct to occupy some middle position in this
framework, possessing valid and reliable continuous features
within groups that nevertheless differ discretely.

Psychometric versus phenomenological discreteness and
continuousness. Another useful distinction can be made be-
tween what Flett et al. (1997) referred to as psychometric and
phenomenological continuity. The former refers to the continuity
of the construct itself, in terms of its distribution and the manifes-
tation of that distribution in observed variables; the latter refers to
the continuity of the construct in terms of its relationships with
other variables. Even if a construct is most usefully conceived of
as continuous in a psychometric sense, it may exhibit nonlineari-
ties in its relationships with other variables that make it discon-
tinuous in a phenomenological sense. A form of psychopathology
may be psychometrically continuous, for example, but neverthe-
less accelerate impairment at some level of severity, or it may itself
have resulted from some etiology that accelerates in effects beyond
some threshold. These nonlinearities in either effects or causes of
the constructs could define a discontinuity in the construct, not in
terms of the distribution of the construct itself but in how it relates
to other variables within its nomological network.

One of the current authors, for example, recently explored
phenomenological continuity and discontinuity in the relationship
between internalizing psychopathology and impairment (Markon,
2010a). Under one of the evaluated hypotheses, as internalizing
psychopathology increases, impairment increases at some constant
rate until “things fall apart” and difficulty in adaptive functioning
accelerates. Under the other hypothesis, the relationship between
internalizing and impairment increases uniformly and linearly,
such that there is no point at which impairment discernibly accel-
erates. A comparison of the two models suggested this later mod-
el—reflecting phenomenological continuity in the relationship be-
tween internalizing and impairment—fit better according to a
variety of criteria and across gender. Whether other forms of
phenomenological discontinuities can be identified for internaliz-
ing psychopathology, either in etiologies or outcome, is an impor-
tant area for future research.
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Delineating nonlinearities in relationships with antecedents and
consequences of constructs rather than identifying discontinuities
in the constructs themselves is an important direction for future
inquiry. The discreteness or continuousness of any given construct
reflects an element of the theory of that construct and can be
explicated in terms of its causes and effects in a nomological
network. Questions regarding psychometric continuity are equally
important but represent only one form of continuity that can be
examined.

Implications for Classification and Nosology

These results have important implications for classification of
psychopathology, whether with regard to official nosologies, such
as the DSM or ICD, or with regard to classification more broadly.
Current official nosologies adopt a discrete approach to conceptu-
alizing and assessing psychopathology, both reflecting and influ-
encing the development of theory and research on mental illness.
The results of these two meta-analyses suggest that, to the extent
that the studies surveyed are representative of existing research,
adoption of discrete measurements has probably resulted in a
decrement in explanatory power relative to what would have been
achieved with use of continuous measures. Adoption of a contin-
uous approach to psychopathology assessment is likely to increase
observed reliabilities and validities, enhancing the development of
theory and research in these areas.

It is worthwhile in this regard to consider the role that similar
considerations of reliability and validity played in the development
of current nosology. By increasing focus on explicit, quantitative
criteria for assessment, DSM–III instituted a major change in
approach to psychiatric nosology, forming the foundation for cur-
rent practice (Blashfield, 1982; Compton & Guze, 1995). Although
many factors contributed to the development of DSM–III (Amer-
ican Psychiatric Association, 1980), one major consideration was
a desire to increase the reliability and validity of psychiatric
diagnosis. The results of these meta-analyses suggest that reliabil-
ity and validity of psychiatric assessments might similarly be
improved in future nosologies by adopting a continuous assess-
ment paradigm.

Our results are particularly relevant to what Kendell and Jablen-
sky (2003) referred to as the utility of classification systems. That
is, independent of whether the indicators provided by a psychiatric
system reflect some underlying true state of nature, they may
nevertheless provide important, clinically useful predictive power
in a purely statistical sense. To the extent that increasing utility is
a goal of nosologies such as the DSM or ICD, the current results
suggest that adopting continuous measures will generally do so
more efficiently. Writing about the importance of utility in the
DSM–5, Mullins-Sweatt and Widiger (2009) emphasized a similar
point: that nosological features increasing validity from a theory
development standpoint are likely to increase utility as well. As
Kendell and Jablensky suggested, utility is as important in clinical
settings as research settings—if not more important, given its
practical salience. For example, in some sense, in a clinical setting,
understanding the true etiologies underlying an individual’s prob-
lems might matter less than predicting and improving outcome in
that individual per se. Such considerations highlight the utility of
continuous measures for such purposes.

Many researchers have written about the costs associated with
psychopathology not well represented by traditional discrete, bi-
nary indicators. For example, studies of depression—one of the
most common forms of psychopathology—have shown that de-
pression below diagnostic thresholds is associated with significant
impairment at levels comparable to those for depression above
diagnostic thresholds (e.g., Broadhead, Blazer, George, & Tse,
1990; Gotlib, Lewinsohn, & Seeley, 1995; Johnson, Weissman, &
Klerman, 1992; Judd, Paulus, Wells, & Rapaport, 1996; Sher-
bourne et al., 1994). Moreover, this depression–impairment rela-
tionship is gradual, with incremental increases in depression being
associated with incremental increases in impairment. As a conse-
quence, some researchers (e.g., Fergusson, Horwood, Ridder, &
Beautrais, 2005; Pickles et al. 2001) have argued that depressive
severity, rather than depressive diagnosis per se, is critical to
predicting levels of impairment and outcome. Our results reinforce
these observations by showing that this graduated, incremental
approach to assessment of psychopathology increases statistical
power for a wide variety of psychopathologies and correlates.
Adopting a more continuous measurement paradigm is arguably
the simplest way to successfully represent within classification
systems the costs associated with these intermediate states of
psychopathology.

Limitations and Caveats

Power. Although these meta-analyses help quantify the rel-
ative reliability and validity of continuous and discrete measures of
psychopathology, a number of limitations of the current research
must be kept in mind. One important consideration is whether the
current analyses were adequately powered to identify moderation
of the difference between continuous and discrete measures by the
variables examined (i.e., type of psychopathology and sample).
Although this might seem counterintuitive in the context of a
meta-analysis, it is an important issue to consider.

In order to determine whether the meta-analyses were suffi-
ciently powered to detect moderating effects, we estimated power
for the paired effect size analyses, assuming population effect sizes
that were equal in magnitude but opposite in direction to the main
effects. Using these assumed values allowed us to estimate the
power to detect a moderating condition that eliminates the reli-
ability and validity advantage for continuous measures of psycho-
pathology. We ran Monte Carlo simulations in which observed
conditions (e.g., study design characteristics) were exactly the
same as in the actual meta-analyses but the population effect sizes
were set equal to values that would nullify the main effect of
continuousness, as just described.

These power analyses (summarized in Table 9) suggested
that our moderation analyses were more than adequately pow-
ered to detect a moderating effect, for both the reliability and
validity analyses, with one important exception: moderating
effects of miscellaneous constructs not falling uniquely within
the four a priori higher order forms of psychopathology (i.e.,
internalizing, externalizing, pathological introversion, or
thought disorder). For all other moderators, including sample
type and the four primary higher order forms of psychopathol-
ogy, power was more than adequate for at least one of the tests,
even though any given test might have been underpowered
under any given condition. The lack of power to detect a
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moderating effect for various miscellaneous constructs proba-
bly reflects the small number of studies examining forms of
psychopathology that cannot be classified into one of the higher
order forms of psychopathology. The results of power analyses
suggest that some caution is warranted in interpreting results of
the significance tests involving specific constructs not easily
classified into one of the four higher order categories.

Other forms of psychopathology. With this consideration
in mind, it is also important to note that the current analyses
were not exhaustive in examining all forms of psychopatholo-
gy—if such a thing is even possible. Although we believe that
the current results are broadly representative of most general
forms of psychopathology, particular forms of psychopathology
might prove to be important exceptions. Many of the studies
included in the meta-analysis, for example, were of personality
disorder, reflecting an interest in that literature on comparing
discrete and continuous measures of psychopathology (Trull &
Durrett, 2005). Conversely, particular forms of psychopathol-
ogy, such as eating disorder, were represented very little, and
others, such as sexual disorders, were not represented at all.
Although a diversity of forms of psychopathology was repre-
sented and the empirical results we obtained here were strongly
consistent with results of methodological research, it is possible
that the reliability and validity of continuous and discrete
measures might not differ for certain specific forms of psycho-
pathology. As our analyses suggested that greater reliability and
validity tend to be observed in continuous measures as con-
structs are studied more, it is important that constructs not well
represented be examined more in future studies.

Other considerations in evaluating the scale of observed
measures. Finally, it is important to note that reliability and
validity, although important, are not the only criteria for the
utility of a scale of measurement. Discrete measurement, for

example, is arguably critical in certain clinical decision-making
settings, such as in settings where discrete outcomes are of
primary importance (e.g., recidivism). Certain applications of
discrete classifications (e.g., extreme-groups designs), more-
over, are also extremely useful. The most appropriate interpre-
tation of our results is that, in the absence of any other specific
reason to assume otherwise, the weight of evidence suggests
that psychopathology constructs are likely to be more reliably
and validly assessed with a continuous scale of measurement. In
particular settings, however, this generalization might not be
appropriate.

It is important to acknowledge that in clinical settings, the
primary purpose of an assessment is not necessarily to maxi-
mize reliability—which is a property of sample, not an individ-
ual— but to maximize the amount of information obtained or
conveyed about an individual. Many have noted that the infor-
mativeness of an assessment depends on considerations such as
base rates (e.g., Dawes, 1962; Meehl & Rosen, 1955). It is
conceivable that by virtue of base rates, the particular measure,
and other considerations, different assessment approaches
might be differentially useful in different settings (cf. Kam-
phuis & Noordhof, 2009). In particular, if a latent construct is
distributed as a mixture, this raises the interesting possibility
that a single construct might possess discrete and continuous
aspects simultaneously, with assessment of each aspect opti-
mally informative in different settings, depending on character-
istics of the scenario. Even more broadly, measurement goals
might differ between clinical and research applications, given
the generally idiographic versus nomothetic goals of the two
endeavors, respectively (for a relatively recent review of clin-
ical assessment from an idiographic perspective, see Haynes,
Mumma, & Pinson, 2009).

Table 9
Power Analyses

Effect

Binomial Difference

�2 lnL �2 lnL

Reliability
Type of construct

Internalizing 0.9982 0.9272 0.9773 1.0000
Pathological introversion 0.9983 0.9612 0.9631 1.0000
Thought disorder 1.0000 0.9928 0.9947 1.0000
Other 0.6559 0.4013 0.4035 0.3363

Type of sample
Clinical 0.4167 0.0769 0.9971 0.4912

Validity
Type of construct

Internalizing 0.9697 0.2877 0.8496 1.0000
Pathological introversion 0.9813 0.3574 0.7031 0.9216
Thought disorder 0.8907 0.4513 0.9983 1.0000
Multiple 0.4829 0.0615 0.5366 0.9455

Type of sample
Clinical 0.9591 0.0505 0.9998 0.8589

Note. Values are the proportion of 10,000 simulation replications in which a moderator was correctly identified
as significant at � � .05, when the population moderator effect countervails the main effect of continuousness.
Simulations are described in the text; conditions were designed to emulate observed conditions in every way, but
with the moderator effect set to be exactly equal in magnitude but opposite in direction to the main effect of
continuousness.
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Conclusions

Despite these caveats, the current results indicate that continu-
ous measures of psychopathology generally produce greater reli-
abilities and validities than do their discrete counterparts. Re-
searchers and clinicians switching from a discrete measure to a
continuous measure will typically see increases in reliability and
validity on the order of 15–37% in a correlation metric. This
increase, consistent with methodological literature, is observed in
all domains of psychopathology and in different sample types.
Future research and theory are likely to benefit from increased use
of continuous measures of psychopathology and from an increased
focus on better explicating how to represent discreteness and
continuousness within psychopathology measures.
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Correction to Markon et al. (2011)

The article “The Reliability and Validity of Discrete and Continuous Measures of Psychopathology:
A Quantitative Review” by Kristian E. Markon, Michael Chmielewski, and Christopher J. Miller
(Psychological Bulletin, 2011, Vol. 137, No. 5, pp. 856–879) contained a production-related error.

In the Samples section of Meta-Analysis 1: Reliability, third paragraph, the number of studies
reporting data on clinical samples is incorrect. The sentence “Four studies included clinical samples,
and eight studies included nonclinical samples” should read “Twenty-four studies included clinical
samples, and eight studies included nonclinical samples.”
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