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KEEPING LEARNING ON TRACK
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INTRODUCTION

When teachers are asked how they assess their stu-
dents, they are likely to cite tests, quizzes, portfolios,
projects, and other more or less formal methods.
When, instead, teachers are asked how they know
whether their students have learned something, the
responses are typically very different (Dorr-Bremme &
Herman, 1986). They mention classroom questions,
group activities, discussions, posters, concept maps,
and even the expressions on the faces of their stu-
dents. In fact, the origin of the word assessment (Latin
assidere, literally “to sit beside”) is much closer to this
more informal meaning. However, the emphasis on
assessment as a formal process is pervasive, and math-
ematics education is no exception.

To a first approximation, then, the research lit-
erature on assessment, both generally and in math-
ematics education, is almost entirely about the for-
mal methods of assessment, particularly tests and ex-
aminations. To make matters worse, even when less
formal methods of assessments, such as teacher-made

tests, are discussed, the purpose of an assessment is
far more likely to be that of making a determination
of a student’s existing state of knowledge. Glaser and
Silver (1994) observed that, “Aside from teacher-
made classroom tests, the integration of assessment
and learning as an interacting system has been too
little explored” (p. 403). Thus, even when classroom
assessment has been studied, the emphasis has tend-
ed to be on the concordance of such measures with
external measures—in other words, on classroom
assessment as an alternative to external assessments.
As Kilpatrick, Swafford, and Findell (2001) noted
in their survey Adding It Up: Helping Children Learn
Mathematics, “Even less attention appears to have
been paid to how teachers’ assessments might help
improve mathematics learning” (p. 40).

The intent of this chapter is to redress the bal-
ance by focusing on the role that assessment can play
in supporting learning, rather than just measuring
il—sometimes described as a distinction between as-
sessment for learning and assessment of learning'—
but two further qualifications are needed here. The
first is that assessment can support learning in a vari-

" In the United States, the term assessment for learning is often mistakenly attributed to Rick Stiggins (2002), although Stiggins humnself
has always attributed the term to authors in the United Kingdom. In fact, the earliest use of this term in this sense appears to be a
paper given by Mary James at the annual conference of the Association for Supervision and Curriculum Development in New Orleans
(James, 1992). Three years later, the phrase was used by Ruth Sutton as the title of a book (Sutton, 1995). However, the first use of the
prepositional permutation appears to be the third edition of a book entitled Assessment: A Teacher s Guide to the Issues by Caroline Gipps and
Gordon Stobart, where the first chapter is entitled Assessment of Learning and the second Assessment for Learning (Gipps & Stobart, 1997).
The distinction was brought to a wider audience by the Assessment Reform Group in 1999 in a guide for policymakers (Broadfoot et

al., 1999).
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ety of ways such as, for example, when students actu-
ally learn something while completing an assessment,
as emphasized by Sternberg and Williams (1998, p.
10)—a process that might be termed assessment as
learning. As Shavelson, Baxter, and Pine (1992) not-
ed, “a good assessment makes a good teaching activity,
and a good teaching activity makes a good assessment”
(p. 22). Pellegrino, Chudowsky, and Glaser (2001)
and Shepard et al. (2005) summarized the research
on the design of such formal assessments, and Lester,
Lambdin, and Preston (1997) dealt specifically with
the possibilities for mathematics.

Accordingly the specific focus of this chapter is
not on how teachers and students can use assessment
activities to promote learning. The chapter is about
assessment as an essentially interactive process, in
which the teacher can find out whether what has been
taught has been learned, and if not, to do something

“about it. It is therefore about assessment functioning
as a bridge between teaching and learning, helping
teachers collect evidence about student achievement
in order to adjust instruction to better meet student
learning needs, in real ume.

The second qualification is that the focus of this
chapter .is firmly on the learning of mathematics in
the mathematics classroom. Effective implementation
of the kinds of exemplary practices identified in this
chapter will entail careful consideration of a whole
range of issues related to classroom management
(see, for example, Brookhart, 2004), teacher profes-
sional development (Wiliam & Thompson, in press)
and. educational policy (Looney, 2005). Although
these issues are clearly important, they are beyond the
scope of this chapter.

The importance of the role of assessment in in-
struction was explicitly recognized in the National
Council of Teachers of Mathematics’ six Assessment
Standards for School Mathematics (NCTM, 1995), the
second of which states that “Assessment should en-
hance mathematics learning” (p. 13). The NCTM’s
Assessment Standards also make clear that assessment
has a role to play not just in making determinations
about whether particular teaching activities were suc-
cessful, but also in teachers’ moment-by-moment de-

. ——cision-making (p-46)—in-other-words, that-teachers
should use assessment to “keep learning on track.”

This distinction about the purpose of assessment
is quite different from the distinction between class-
room assessment and external assessments, which
is more concerned with where the assessments take
place, who sets them, and who scores them (Black &
Wiliam, 2004a). This is an important qualification,

“learning require agreement about what mathiematit

particularly in the United States, where the term class-
ro0m assessment is used primarily to mean classroom
summative assessment.

The next section lays out the reasons for two key
assumptions that have been made in the writing of
this chapter, namely that assessment is independent
both of curriculum and of any particular stance in psy-
chology—in other words, that one can talk about the
principles of good assessment without subscribing to a
particular view of what should be in the mathematics
curriculum, or even to a particular view about what
happens when learning takes place. The reader who is
prepared to accept these two assertions may comfort-
ably skip the next section without loss of continuity.
In subsequent sections, the research on the impact of
assessment on learning is reviewed, and I suggest that
the effective use of assessment for learning consists of
five key strategies:

(a) Clarifying and sharing learning intentions and
criteria for success;

(b) Engineering effective classroom discussions,
questions, and learning tasks that elicit
evidence of learning;

(c) Providing feedback that moves learners
forward;

(d)  Activating students as instructional resources
for one another; and

(e) Activating students as the owners of their own
learning.

In the final section of the chapter, these five
strategies are subsumed within a broader theoretical
framework, namely the regulation of learning pro-
cesses, which allows assessment to be integrated with
principles of instructional design.

KEY ASSUMPTIONS

There are two major challenges in synthesizing the -
research on assessment for learning (or formative as-
sessment as it is sometimes called). The first is to what °
extent does an adequate account of assessment for

students should learn? The second is to what extent -
does an adequate account of assessment for learning -
require agreement about what happens when learning -
takes place? Each of these is discussed in turn below.

What students should learn in mathematics is # -
highly contested domain. For example, in discuss
ing the widespread preconception that mathematics
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is about learning to compute, Fuson, Kalchman and
Bransford (2005) illustrated their discussion with the
following question:

What, approximately, is the sum of 8/9 plus 12/13?

They pointed out that some people will, sensibly,
conclude that the answer is a little less than 2, just by
observing that the two numbers to be added are each
a little less than 1. Others, however, will attempt to
find the smallest common multiple of the denomina-
tors of the two fractions. They commented:

The point of this example is not that computation
should not be taught or is unimportant; indeed, it is
often critical to efficient problem solving. But if one
believes that mathematics is about problem solving and
that computation is a tool for use to that end when it is
helpful, then the above problem is viewed not as a “re-
quest for computation,” but as a problem to be solved
that may or may not require computation—and in this
case, it does not. (Fuson etal., p. 220)

For many people involved in mathematics educa-
tion, estimation skills are at least as important as, and
perhaps more important than, computation skills. Al-
most 30 years ago, Michael Girling defined numeracy as
“the ability to use a four-function calculator sensibly”
(Girling, 1977, p. 4), suggesting that the skill of be-
ing able to assess the reasonableness of an answer was
much more important than being able to compute it
accurately. Others feel that estimation is much less im-
portant than a solid grounding in basic mathematical
knowledge and skills (Klein, 2003).

These differences become even clearer in more
advanced mathematics. For example, many people
need to use the standard formula for solving quadrat-

ic equations:
_—ht Vb —4ac

X =
2a

Two points seem important here. The first is that,
obviously, this formula needs to be memorized exactly
if it is to be of any use. The second is that although
some of the people who know this formula would

___be able to re—create it from scratch by the process of

“completing the square,” most would not. Profession-
als involved in mathematics education would probably
agree that the person who could derive this formula
from scratch has a deeper understanding than some-
one who can merely reproduce the formula from
memory, but that is not to say that simply knowing
this formula is not useful. Indeed, anyone who knows

KEEPING LEARNING ON TRACK M 1055

and can apply this formula accurately has what Rich-
ard Skemp called instrumental understanding. This is a
different kind of understanding from knowing where
the formula comes from and how to derive it (what
Skemp called relational understanding) but it is still a
form of understanding (Skemp, 1977). The crucial
point here is that different users of mathematics have
different needs, and that a well-grounded account
of the role of assessment in mathematics education
should serve them all.

Building on the work of Raymond Williams
(1961), Paul Ernest (1991) identified five broad pur-
poses for mathematics education:

Acquiring basic mathematical skills, numeracy
and social training in obedience;

Learning basic skills and learning to solve
practical problems with mathematics and
information technology;

Achieving understanding and capability
in advanced mathematics, with some
appreciation of mathematics;

Gaining confidence, creativity, and self-
expression through mathematics;

Empowerment of learners as critical and
mathematically literate citizens in society.

The obvious corollary of the fact that there are
differences in people’s perceptions of the purpose
of mathematics is that those with different aims will
emphasize different aspects of mathematics. For those
who see the first of these five broad aims as the ma-
jor purpose of mathematics education, they will value
mathematics curricula that emphasize this purpose.
For those who regard the last of the five as most im-
portant, they will value very different curricula. The
important point here is that although competing
groups can construct arguments to justify their claims
(Niss, 1993), these are essentially value arguments. In
particular, there is no way for adherents of one partic-
ular view of the purpose of mathematics education to
show dissenters that they are wrong. This is why an ad-
equate account of classroom assessment must support
any and all of these conflicting views of mathematics
education, rather than impose a certain set of views.

Similar arguments apply to the psychology of
mathematics education. For the first half of the 20th
century, the dominant view about what happens when
learning takes place was that the individual creates as-
sociations between stimuli and responses. These asso-
ciationist views of learning included the behaviorism
of Skinner (for example), as well as a range of other
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views. Associationist models of learning explained
some aspects of mathematics learning reasonably
well but were unable to explain other aspects. For
example, an associationist analysis of students’ errors
in learning multiplication facts would indicate that
students’ errors should be random—the result of in-
sufficient reinforcement of particular links in chains
of stimulus and response—which accords reasonably
well with what one observes in practice. However, in
other areas of mathematics learning, students’ errors
are clearly not random; in fact they are highly pre-
dictable (see examples in the section on Eliciting Evi-
dence). The mounting evidence about the nonrandom
nature of students’ errors in mathematics led to the
development of constructivist approaches o the study
of learning, where it is acknowledged that students
are active rather than passive in the development of
their conceptions (see, for example, von Glasersfeld,
1991). Such theories were much better able 1o account
for the systematicity in student errors, but there were
some aspects of learning that constructivist views were
unable to explain. For example, it was observed that
some adults were able to perform calculations in soine
contexts (e.g., in supermarkets) but not others, such
as classrooms (Lave, Murtaugh, & de la Roche, 1984).
This idea that learning is often tied to the context in
which learning takes place has proved o be particu-
larly powerful in mathematics education. For exam-
ple, Boaler (2002) found that in some mathematics
classrooms, students were able 10 use the mathematics
they had learned outside school, while in others, stu-
dents were not. This suggests that theories in psychol-
ogy are not like theories in, say, physics, where new
theories include previous theories as special cases (for
example in the way that Einstein’s relativistic mechan-
ics includes Newton’s nonrelativisic mechanics as a
special case).

Rather, in psychology, the tendency is for each
new theory to be very good at explaining what pre-
vious theories did not, but generally not so good at
explaining what the previous theories explained
well. Many kinds of rote learning are explained well
by associationist theories, whereas the regularities in
students’ errors are better explained by constructv-
ist or information-processing theories, and situated
theories explain transfer, or its absence, well. In this
sense, each new theory does not replace the preced-
ing theories but rather complements them. For differ-
ent views of what mathematics students should learn,
there may be different views of what happens when
learning takes place, although it is important o note
that no one view of learning will suffice for even the
most specific learning (Sfard, 1998). For example, it
might appear at first sight that learning multiplica-

tion facts would be primarily a matter of strengthen-
ing associations bewween stimuli and responses, bui
research has shown that many students “repair” gaps
in their knowledge by using their knowledge of the
processes of arithmetic to assemble and coinbine facts
and routines that they can recall (Vanlehn, 1990).

For the purpose of this chapter, the importan
point is that if it is to be useful, an adequate account ol
classroom assessment cannot dictate what mathematics
students should learn nor should it be tied to a single
view of what happens when learning wakes place.

This chapter will, therefore, as {ar as possiblc,
avoid putuing the assessment cart before either the
curriculum or psychology horse. The stance being
taken is that assessment is a powerful servant but
bad master. As soon as assessment considerations
are allowed to influence either what is to be learnt
or what it means to learn, educators are likely to slip
from making the important assessable to making the
assessable important.

THE PURPOSES OF ASSESSMENT

Educational assessments are conducted in a variety of
ways and their outcomes can be used for a variety ol

purposes. Differences exist in who decides what is 10
he assessed, who carries out the assessment, where the
assessment takes place, how the resulting responses
made by students are scored and interpreted, and
what happens as a result (Black & Wiliam, 2004a).
in particular, each of these can be the responsibility
of those who teach the students, or, at the other ex-
treme, all can be carried out by an external agency.
Cutung across these differences, there are also differ-
ences in the purposes that assessments serve. Broadly,
educational assessments serve three functions:

e supporting learning (formative)

¢ certifying the achievements or potential of
individuals (summative)

¢ cvaluating the quality of educational programs
or institutions (evaluative)

Through a series of historical contngencies, a
situation has developed in many countries in which
the circumstances of the assessments have become
conflated with the purposes of the assessment (Black
& Wiliam, 2004a). So, for example, it is often widely
assumed that the role of classroom assessment should
be limited to supporting learning and that all assess-
ments with which educational institutions can be held
to account must be conducted by an external agency,
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even though in some countries, this is not the case
(Black & Wiliam, 2005a).

In broad terms, moving from formative through
summative to evaluative functions of assessment re-
quires data at increasing levels of aggregation, from
the individual to the institution and from specifics of
particular skills and weaknesses to generalities about
overall levels of performance (although of course
evaluative data may still be disaggregated in order to
identify specific subgroups in the population that are
not making progress, or to identify particular weak-
nesses in students’ performance in specific areas, as
is the case in France—see Black & Wiliam, 2005a).
However, the different functions that assessments may
serve are also clearly in tension. The use of data from
assessments to hold schools accountable has, in many
cases, because of “teaching to the test,” rendered the
data almost useless for attesting to the qualities of in-
dividual students (apart, of course, from those quali-
ties that are tested) or for supporting learning.

For similar reasons, some have argued that the
uses of assessment to support learning and to certify
the achievements of individuals are so fundamentally
in tension that the same assessments cannot serve both
functions adequately (Torrance, 1993). On the other
hand, others have argued that ways must be found to
integrate the two (e.g. Shavelson, Black, Wiliam, &
Coffey, 2003). For the purposes of this chapter, the
crucial point is that the use of assessment should sup-
port instruction in any assessment regime. Whether
the assessment is for purposes of selection and cer-
tification, or for evaluation, whether it is conducted
through teacher judgment, external assessments, or
some combination of the two, classroom assessment
must first be designed to support learning (see Black
& Wiliam, 2004b, for a more detailed argument on
this point}. The remainder of this chapter considers
further how this might be done.

FORMATIVE ASSESSMENT:
ORIGINS AND EXAMPLES

_In 1967, Michael Scriven proposed the use of the

terms formative and summative to distinguish between
different roles that evaluation® might play. On the
one hand, he pointed out that evaluation “may have a
role in the on-going improvement of the curriculum”
(Scriven, 1967, p. 41), while in another role, evalu-

- ation “may serve to enable administrators to decide
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whether the entire finished curriculum, refined by
use of the evaluation process in its first role, repre-
sents a sufficiently significant advance on the available
alternatives to justify the expense of adoption by a
school system” (pp. 41-42). He then proposed “to use
the terms ‘formative’ and ‘summative’ evaluation to
qualify evaluation in these roles” (p. 43).

Two years later, Bloom (1969, p. 48) applied the
same distinction to classroom tests:

Quite in contrast is the use of “formative evaluation”
to provide feedback and correctives at each stage in
the teaching-learning process. By formative evalua-
tion we mean evaluation by brief tests used by teach-
ers and students as aids in the learning process. While
such tests may be graded and used as part of the judg-
ing and classificatory function of evaluation, we see
much more effective use of formative evaluation if it is
separated from the grading process and used primar-
ily as an aid to teaching.

However, despite Bloom’s extension of the term
formative to apply to the evaluation of individual stu-
dents (what in this chapter is termed assessment) as
well as the evaluation of programs or institutions, for
the next 30 years, the term formative was used almost
exclusively in the context of program evaluation. In-
deed, the index of the previous NCTM Handbook of
Research on Mathematics Education lists only one men-
tion of the term formative and that is in the section
on “Evaluation” in the chapter on Research Methods
(Romberg, 1992, p. 58).

Nevertheless, although the term formative was
rarely used to describe teachers’ assessment practices,
a number of studies investigated the integration of as-
sessment with instruction, the best known of which is
probably Cognitively Guided Instruction (CGI).

In the original CGI project, a group of 21 elemen-
tary school teachers participated in a series of work-
shops over a 4 year period (an introductory 2%-hour
workshop and a 2-day workshop before the beginning
of the Istschool year, fourteen 3-hour workshops dur-
ing the first year, four 24-hour workshops and a 2-day
reflection workshop in the 2nd year, and four 3-hour
workshops and two 2%-hour review workshops in the
3rd year). During the workshops, the teachers were
shown extracts of videotapes selected to illustrate criti-
cal aspects of children’s thinking. Teachers were then
prompted to reflect on what they had seen, by, for
example, being challenged to relate the way a child
had solved one problem to how they had solved, or
might solve, other problems (Fennema et al., 1996,

? Here I am following the convention in American and British English that the term assessment applies to individuals, whereas evaluation
applies to institutions or programs.




1058 W ASSESSMENT

p. 407). Throughout the project, the teachers were
encouraged to make use of the evidence they had
collected about the achievement of their students to
adjust their instruction to better meet their students’
learning needs.

The teachers in the CGI program taught prob-
lem solving significantly more and number facts sig-
nificantly less than did controls. They also knew more
about individual students’ problem-solving processes,
and their students did better in number fact knowl-
edge, understanding, problem solving, and confi-
dence (Carpenter, Fennema, Peterson, Chiang, &
Loef, 1989). More importantly, 4 years after the end
of the program, the participating teachers were still
implementing the principles of the program (Franke,
Carpenter, Levi, & Fennema, 2001).

Another study that showed the substantial ben-
efits of adapting instruction to meet student learn-
ing needs was that conducted by Bergan, Sladeczek,
Schwarz, and Smith (1991). The performance of 428
Kindergarten students taught by 29 teachers imple-
menting a measurement-and-planning system (MAPS)
was comparcd with that of 410 students taught by 27
teachers who taught their classes as usual. In the MAPS
program, teachers, together with an aide and a site
manager, assessed their students’ readiness {or learn-
ing in reading and mathematics in the fall, and again
in the spring (children were allowed as much time as
they needed to complete the items). Teachers in the
experimental group were trained on how to interpret
the test results and provided with the Classroom Activ-
ity Library—a series ol acuvities typical ol carly-grades
instruction but keyed specifically to empirically vali-
dated developmental progressions—which they could
use (o individualize instruction, depending on the
students’ performance in the assessments. At the end
of the year, 111 of the students in the control group
(27%) were referred for placement in a special edu-
cation program f[or the following vear, and 80 (20%)
were actually placed in special education programs. In
the experimental group, only 25 students (6%) werc
referred, and only 6 students (1.4%) were placed in
special education programs. In other words, students
in the control group were 4.5 times more likely to
be relerred for placement in special education, and
14 times more likely actually 10 be placed in special
education programs than students taught by teachers
using the MAPS scheme. What is perhaps even more
remarkable about this study is that all the schools in
the scudy served districts with considerable socioeco-
nomic disadvantage, and the socioeconomic status of
the students in the experimental group was actually
lower than that of the control group.

A third example of the use of assessment to im-
prove student learning was a projectinvolving a group
of 24 (later expanded to 36) secondary school math-
ematics and science teachers in six schools in two dis-
tricts in England (Black, Harrison, Lee, Marshall, &
Wiliam, 2003). The work with teachers had two main
components. The first was a series of eight workshops
over an 13-month period ([rom February 1999 to Junc
2000). Seven of the workshops were of 5 hours dura-
tion and one was of 3 hours duration. During the work-
shops, the teachers were introduced to the research
basis underlving how assessment can support learning
(derived from Black & Wiliam, 1998a, 1998b), had cthe
opportunity to develop their own plans, and, at later
meetings, discussed with colleagues the changes they
had attempted 1o make in their practice. The second
component of the intervention with the teachers was
a series of visits by researchers to the teachers’ class-
rooms, so that the teachers could be observed imple-
menting some ol the ideas they had discussed in the
workshops, had an opportunity to discuss their ideas,
and could plan how they could be put into practice
more effectively.

A key feature of the workshops was the develop-
ment of action plans. As Perrenoud (1998) has point-
cd out, changing pedagogy requires teachers to re-ne-
gotiate the “learning contract” (cl. Brousseau, 1984)
that they have cvolved with their students, suggesting
that radical changes are best effected at the begin-
ning ol a new school year. For the first 6 months of
the project, therefore, the teachers were encouraged
to experiment with some of the strategies and tech-
niques suggested by the research, such as rich ques-
tioning, providing feedback to students in the form ol
comments rather than scores or grades, sharing learn-
ing intentions and success criteria with learners, and
student peer- and sell-assessment (see below). Each
teacher was then asked o draw up, and later to refine,
an action plan specilying which aspects of [ormative
assessment they wished to develop in their practice
and to identily a [ocal class with whom these strategies
would be introduced in September 1999. Most of the
teachers’ plans contained reference to two or three
important areas in their teaching where they were
seeking to increase their use ol formative assessment,
generally followed by details of techniques that would
be used to make this happen. In almost all cases the
plan was given in some detail, although many teachers
used phrases with meanings that differed from teach-
er to teacher (even within the same school).

Almost every teacher’s plan contained some refer-
ence to [ocusing on or improving the teacher’s own
questioning techniques although only 11 gave details
on how they were going to do this (for example us-
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ing more open questions, allowing students more
tine to think of answers, or starting the lesson with
a [ocal question). Others were less precise (for exam-
ple stating that they intended using more sustained
questioning of individuals, or improving questioning
techniques in general). Some teachers mentioned
planning and recording their questions. Many teach-
crs also mentioned involving students more in setting
questions (for homework, or for each other in class).
Some teachers also saw existing standardized tests as a
source of good questions.

Nearly half the teachers mentioned providing
{eedback in the form of comments rather than scores
or grades, although only 6 of the teachers included
it as a specific element in their action plans. Some of
the teachers wanted to reduce the use of scores and
grades but foresaw problems with this, given school
policies on assessment. Four teachers planned for a
module test to be taken before the end of the module,
thus providing time for remediation.

Sharing the objectives of lessons or topics was men-
tioned by most of the teachers, through a variety of
techniques (using a question that the students should
be able to answer at the end of the lesson, stating the
objectives clearly at the start of the lesson, getting the
students to round up the lesson with an account of
what they had learned). About half the plans included
references to helping the students understand the ru-
brics used for investigative or exploratory work, gener-
ally using exemplars from the work of students from
previous years. Exemplar material was mentioned in
other contexts such as having work on display and ask-
ing students to assess work using rubrics provided by
the teacher.

Almost all the teachers mentioned some form of
self-assessment in their plans, ranging from using red,
yellow, or green “traffic lights” to indicate the student’s
perception of the extent to which a topic or lesson
had been understood, to strategies that encouraged
self-assessment via targets that placed responsibility
onstudents (e.g., “1 of these 20 answers is wrong: Find
it and fix it!”). Traffic lights were mentioned in about
half of the plans, and in practically all cases their use
was combined with strategies to follow up the cases
where the students signaled incomplete understand-
ing. Several teachers mentioned their conviction that
group work provided important reinforcement for
students, as well as providing the teacher with insights
into their students’ understanding of the work.

The other component of the intervention, the
visits to the schools, provided an opportunity for re-
searchers to discuss with the teachers what they were
doing, and how this related to their efforts to put their
action plans into practice. The interactions were in-
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tended to be supportive rather than directive, but be-
cause researchers were frequently seen as “experts” in
either mathematics or science education, there was a
tendency sometimes for teachers to invest questions
from a member of the project team with a particular
significance, and for this reason, these discussions
were often more effective when science teachers were
observed by mathematics specialists, and vice-versa.

A detailed description of the qualitative chang-
es in teachers’ practices is beyond the scope of this
chapter (see Black et al., 2003, for a full account). In
quantitative terms, students taught by the teachers
developing the use of assessment for learning out-
scored comparable students in the same schools by
approximately 0.3 standard deviations, both on teach-
er-produced and external state-mandated tests (Wil-
iam, Lee, Harrison, & Black, 2004). Since one year’s
growth in mathematics as measured in the Trends in
Mathematics and Science Study (TIMSS) is 0.36 stan-
dard deviations (Rodriguez, 2004, p.18), the effect of
the intervention can be seen to almost double the rate
of student learning.

FORMATIVE ASSESSMENT:
PREVALENCE AND IMPACT

These studies show that integrating assessment with
instruction is both possible and desirable. It is also val-
ued. A sample of 580 principals ranked “Determining
what needs to be re-taught after tests” as the most im-
portantin a list of 26 assessment competencies desired
in their teachers (Marso & Pigge, 1993, pp. 137-138),
although teachers rated competence in grading as the
most important. However, there is little evidence of
such data-driven practices being regularly enacted in
classrooms. In asurvey first published in 1980, Salmon-
Cox stated that “student scores on standardized tests
are not very useful to the classroom teacher” and con-
cluded that teachers prefer to rely on their own judg-
ment about student weaknesses and areas of needed
help (Salmon-Cox, 1981 p. 631). Stiggins and Bridg-
eford (1985) found that although many teachers cre-
ated their own assessments, “in at least a third of the
structured performance assessments created by these
teachers, important assessment procedures appeared
not to be followed” (p. 282) and “in an average of 40%
of the structured performance assessments, teachers
rely on mental record-keeping” (p. 283).

McMorris and Boothroyd (1993) analyzed the
quality of tests developed by seventh- and eighth-
grade mathematics and science teachers and found
that science teachers made greater use of multiple-
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choice items whereas mathemalics teachers tended
to set more computation items. However, for both
mathematics and science teachers, the tests were of
variable quality, with a signiticant correlation between
test quality and the amount of training in educational
measurement the teachers had received.

More recently Senk, Beckman, and Thompson
(1997) conducted a survey of assessment practices in
19 mathematics classes in 5 high schools in 3 states.
They found that formal tests and quizzes were the
most frequently used assessment tools, with a nomi-
nal weight across the sample of 77%, whereas written
projects and interviews accounted for a further 7%.
The tests and quizzes used focused largely on “low-lev-
el” aspects of the domains assessed, and the “grading”
functon of assessment dominated the “assessment”
funcion (58% of all assessments were reported in
terms of a “brute grade”). The survey also found that
teachers tended to ignore the results of standardized
lests in arriving at terminal grades.

In a national survey, Dorr-Bremme and Herman
(1986) found that students spent around 12 hours
each year rtaking mathematics tests in elementary
school (4th to 6th grade), and approximately twice
that in 10th grade, although only about 6 hours was
required by the state or district (pp. 16-17), and two
substantial review articles, one by Natriello (1987) and
the other by Crooks (1988), provided clear evidence
that classroom assessment practices had substantial
impact on students and their learning, although the
impact was rarely beneficial. Natriello’s review used
a model of the assessment cvcle, beginning with pur-
poses; and moving on to the sctting of tasks, criteria,
and standards; evaluating performance and provid-
ing feedback: and then discussing the impact of these
evaluation processes on students. His most signifi-
cant point was that the vast majority of the research
he cited was largely irrelevant because of weak theo-
rization, which resulted in the contlation of key dis-
tinctions (e.g., the quality and quantity of feedback).
Crooks’s article had a narrower focus—the impact of
assessment practices on students. He concluded that
the summative function of assessment has been too
dominant and that more emphasis should be given to
the potenual of classroom assessments (o assist learn-
ing. Most importantly, assessments should emphasize
the skills, knowledge, and attitudes regarded as most
important, not just those that are easy to assess.

Bangert-Drowns, Kulik, Kulik, and Morgan (1991)
reported the results of a meta-analysis of 40 research
reports on the effects of feedback in what they called
“test-like” events (e.g., evaluation questions in pro-
grammed learning materials, review tests at the end of
a block of teaching). They found that providing feed-

back in the form of answers to the review questions was
effective only when students could not look ahead w0
the answers before thev had attempted the questions
themselves (what they called “control for presearch
availability,” p. 213). Furthermore feedback was more
cffective when the fcedback gave details of the cor-
rect answer, rather than simply indicating whether the
student’s answer was correct or incorrect. In the stud-
ies in which the students could not look ahead for the
answers, and the feedback gave details of the correct
answer, the mean cffect size was 0.58 standard devia-
tions. Reviews by Dempster (1991, 1992) conhirm these
findings, as does a review by Elshout-Mohr (1994) that
reports many findings not available in English.

The difficulty of reviewing relevant research in
this area was highlighted by Black and Wiliam (1998a)
in their synthesis of research published since the re-
views by Natriello and Crooks. Those earlier two arti-
cles had cited 91 and 241 references respectively, and
vet only 9 references were common to both articles. In
their own research, Black and Wiliam found that clec-
tronic searches basecl on keywords either generated
far too many irrelevant sources or omitted key papers.
In the end, they resorted to manual searches of each
issue between 1987 and 1997 of 76 ol the journals con-
sidered most likely 10 contain relevant research. Black
and Wiliam’s review (which cited 250 studies) found
that effective use of classroom assessment vielded im-
provements in stndent achievement between 0.4 and
0.7 standard deviations.

Thirty-five vears ago, Bloom suggested that

evaluation in relation to the process ol learning and
teaching can have strong positive effects on the ac-
tual learning of students as well as on their motiva-
tion for the learning and their self-concept in relation
1o school learning. . .. [Ejvaluation which is directly
related o the teaching-learning process as it unfolds
can have highly beneficial effects on the learning of
siudents, the instructional process of teachers, and
the use of instructional materials by teachers and
learners. (Bloom, 1969, p. 50)

At the time, Bloom cited no evidence in support
ol this claim, but it is probably safe to conclude that
the question has now been settled: Attention to forma-
tive classrooni assessment practices can indeed have a
substantial impact on student achievement.

What is less clear is what exactly constitutes effer-
lwe classroom assessment. Although the studies cited
above indicate that assessment for learning can im-
prove learning, several studies have found conflicting
results. For example, in a study of 32 ifih-grade teach-
ers in Germany, Helinke and Schrader (1987) found
that teachers who had an accurate knowledge of their
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sidents (as measured by the teachers’ ability to pre-
dict achievement test scores) were associated with
higher levels of achievement only when the teachers
also showed a high range of instructional techniques.
Mudents taught by teachers who had a high knowl-
rdge of their students’ achievement but lacked a
range of instructional techniques actually performed
worse than students taught by teachers who did not
know their students’ achievement. This study seems to
mndicate that collecting data if one cannot do anything
with it is counterproductive.

Furthermore, even when teachers do manage to
usc information about student achievement to adjust
or individualize their instruction, teachers may lack
tlie ability to do so effectively. For example, in a 20-
week study of 33 teachers in elementary and middle
schools, Fuchs, Fuchs, Hamlett and Stecker (1991)
found that teachers who received feedback on the
achievement of students with learning difficulties in
their classes made more adjustments to their teaching
programs than teachers not given this information.
However, the achievement of these students was im-
proved only when this feedback was accompanied by
advice from a computerized “expert system”, because
the teachers not given the feedback from the expert
system tended to re-explain how to do problems with
the same algorithms that had led to previous failure.

Therefore, if educators are to maximize the po-
tential benefits of formative assessment or assessment
for learning, there is a need to understand what, ex-
actly, constitutes effective formative assessment, and
this is the focus of the remainder of this chapter.

FORMATIVE ASSESSMENT:
THEORETICAL CONSIDERATIONS

In education, the term feedback is routinely applied
1o any information that a student is given about their
performance, and the generality of the term obscures
that this is, in reality, a frozen metaphor derived from
systems engineering. One of the earliest uses of the
term was by Norbert Wiener. In 1940, Wiener and his

--colleagues had been working on automatic range-find-

ers for antiaircraft guns, which involved mechanisms
for predicting the path of airplanes, and realized that
the control mechanisms needed for the range-finders
were similar to control mechanisms in animals. He re-
alized that purposeful action required the existence
of a closed loop allowing the evaluation of the effects
of one’s actions and the adaptation of future conduct
based on past performances (Wiener, 1948). He also
realized that there were two kinds of loops: those in-
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volving positive feedback and those involving negative
feedback. In both kinds of loops, there are inputs to
the system and, some time later, outputs from the sys-
tem. The crucial feature of the loop is that information
about the output is fed back to the input side of the sys-
tem. 1n positive feedback loops, the feedback serves to
drive the system further in the direction it is already go-
ing, whereas in negative feedback loops, the feedback
acts to oppose the current direction of the system. All
positive feedback systems are unstable, driving the sys-
tem towards either explosion or collapse. Examples of
the explosive kind of positive feedback loops are simple
population growth in the presence of plentiful supplies
of food and in the absence of predators, and inflation-
ary price/wage spirals in economics. Examples of col-
lapse are economic depression, food hoarding in times
of shortage, and the loss of tax revenue in urban areas
as a result of “middle-class flight” (note that whether
the effects are explosion or collapse, both are examples
of positive feedback).

In contrast, negative feedback systems tend to pro-
duce stability, because they are inherently “self-correct-
ing.” One example of negative feedback is population
growth with limited food supply, in which the lack of
food causes a slowdown in population growth, which in
turn, depending on the conditions, produces either an
asymptotic approach towards or a damped oscillation
about the carrying capacity of the environment. An-
other example is the domestic thermostat. When the
temperature of the room drops below the setting on
the thermostat, a signal is sent to turn on the furnace.
When the room heats up above the setting on the ther-
mostat, a signal is sent to turn off the furnace.

The foregoing discussion clearly shows that the
current uses of the term feedback in education are
very different from those in engineering, but, more
importantly, the simplistic engineering metaphor
may just not be helpful. In systems engineering, nega-
tive feedback is good, because it keeps a system un-
der control whereas positive feedback is bad because
it leads to explosion or collapse. In educational set-
tings, things are not so clearcut. Negative feedback
may be helpful for correcting learning when it is off-
course, but feedback that reinforces learning that is
on track is also powerful. And the thermostat does not
care how often it is told that the temperature in the
room is “wrong” and needs to be corrected, whereas
humans are often adversely affected by such informa-
tion. This is not to say that the insights of systems engi-
neering are irrelevant, but educators should exercise
considerable caution in adopting what are essentially
metaphors in complex areas like human learning, es-
pecially in terms of the relationship between feedback
and formative assessment.
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In the United States, the term formative assessmeni
is often used 1o describe assessments that are used to
provide intormation on the likely performance of stu-
dents on state-mandated tests—a usage that might be
described better as “early-warning summative.” In oth-
cr contexts, the term is used to describe any feedback
given Lo students, no matter what use is made of it, such
as telling students which itcms they got correct and in-
correct (sometmes termed knowledge of resulls). These
kinds of usages suggest that the distinction between for-
malive and summative applies to the assessments them-
selves, but inasmuch as the same assessment can be
used both formatively and summatively, these terms are
more usefully applied to the use 1o which the informa-
tion arising {rom assessments is put.

As Ramaprasad (1983) noted, the defining fea-
ture of feedback is that the information generated
within the system must have some effect. Information
that does not have the capability 10 change the per-
formance of the system is not feedback: “Feedback is
information about the gap between the actual level
and the reference level of a system parameter which
is used o alter the gap in some way” (Ramaprasad,
1983, p. 4).

Commenting on this, Sadler (1989) noted

An important feature ol Ramaprasad’s definition is
that information about the gap between actual and
reference levels is considered as feedback only wien
it is used lo alter the gap. If the information is simply
recorded, passed to a third party who lacks either the
kiowledge or the power to change the outcome, or is
too deeply coded (for example, as a smnmmary grade
given by the Leacher) to lead to appropriate action.
the control loop cannot be closed, and “dangling
data” substinuted for effective [ecdback. (p. 121)

In this view, formative assessments (or feedback, in
Ramaprasad’s terminology) cannot be separated [rom
their instructional consequences, and assessments are
formative only to the extent that they impact learning
(for an extended discussion on consequences as the
key part of the validity of formative assessments, see
Wiliam & Black, 1996). Therefore what is important
is not the intent behind the assessment, but the func-
tion it actually serves, and this provides a useful point
of difference between the werms assessmen! for learning
and formative assessment. Black, Harrison, Lee Mar-
shall, and Wiliam (2004, p. 8) distinguished between
the two as follows:

Assessment for learning is any assessment for which
the first prioritvin its design and practice is to serve the
purpose of promoting pupils’ learning. It thus differs
{rom assessment designed pritarily to scrve the pur-

poses of accountability, or of ranking, or of certifying
competence. An assessment activity can help learning
if it provides information to be used as feedback, by
teachers, and by their pupils, in assessing themselves
and each other, to modity the teaching and learning
activities in which they are engaged. Such assessment
becomes “formative assessment”™ when the evidence
1s actually used to adapt the teaching work to 1meet
learning needs.

For the purpose of this chapter, then, the quali-
fer formative will refer not 10 an assessment, nor even
to the purpose of an assessment, but the function it
actually serves. An assessment i1s formative o the ex-
tent that informaton from the assessment 1s fed back
within the system and actually used to improve the
performance of the system in some way (i.e. that the
assessment forms the direction of the improvement).

So, for example, if a student is told that she necds
Lo work harder. and does work harder as a result, and
consequently does indeed make improvements in
her performance, this would nst be formative. The
feedback would be causal, in that it did trigger the im-
provement in performance, but not formative, becausc
decisions about /ow to “work harder” were left to the
student. Telling students to “give more detail” mighi
be formative, but only if the students knew what “giv-
ing more detail” meant (which is unlikely, because il
they knew what detail was required, they would proh-
ably have provided it on the first occasion). Similarly.
a “formauve assessment” that predicts which students
are likely to fail the forthcoming state-mandated test i
not formative unless the information from the testcan
be used 1o improve the quality of the learning within
the system. To be formative, feedback needs to con
tain an implicit or explicit recipe for future action.

Another way of thinking about the distinction be
ing made here is in terms of monitoring assessments.
diagnostic assessments, and formative assessments. An
assessment monitors learning to the extent that it pro
vides information about whether the student, class.
school, or system is learning or not; it is diagnrostic (o
the extent that it provides information about what 1-
going wrong; and itis formalive to the extentthatit pro
vides information about what to do about it. A spor
ing metaphor may be helpful here. Consider a youny
[astpitch softballer who has an earned-run-average o!
10 (for readers who know nothing about softball, thi
is not good). This is the monitoring assessment. Anah
sis of what she is doing shows thatshe is trying to pitch
a rising fastball (i.e., one that actually rises as it get:
near the plate, due to the back-spin applied), but thin
this ball is not rising and thercfore becomes an ordi
nary fastball in the middle of the strike zone, which s
very easy for the batter to hit. This is the diagnostic o




sessment, but it is of little help to the pitcher, because
e already knows that her rising fastball is not rising,
which is why she is giving up a lot of runs. However, if
apitching coach is able to see that she is not dropping
her shoulder sufficiently to allow her to deliver the
pitch from below the knee, then this assessment has
the potential to be not just diagnostic, but formative.
If the athlete is able to use the advice about deliver-
ing the pitch from below the knee to make her rising
fastball rise, then the feedback given by the coach will,
‘indeed, have been formative. This use of formative re-
alls the original meaning of the term. In the same
y that one’s formative experiences are the experi-
nces that shape the individual, formative assessments
those that shape learning.

The important point here is that not all diagnoses
anstructionally tractable—an assessment can accu-
ly diagnose what needs attention without indicat-
1g what needs to be done to address the issue. To
romote learning, one must collect the correct data in
first place. This is discussed further in the section
anﬁ)mg and Sharing Learning Intentions below.

In the examples given above, the action follows
quickly on from the elicitation of the evidence
student achievement, but the definition of forma-
‘assessment given above allows cycles of elicitation,
rpretatlon and action of any length, provided the in-
nation is used to form the direcdon of future learn-
or example, in March, a mathematics supervisor
‘be planning the workshops she will make available
eachers in the summer. By looking at the scores ob-
ed by the students in the district on last year’s state-
ndated tests, she might discover that, compared to
er'students in the state, the students are performing
tively poorly on items that assess geometry. As a re-
;- she might plan a series of workshops on teaching
ometry for the summer, and, if these workshops are
ceessful, then the students’ performance on geom-
itemns should improve. This cycle would be over 2
ars in length, given that the supervisor would be us-
data from tests taken the previous March, and the
mpact would not be felt until the students took the test
>following March (and the results might not be avail-
le-until July). Furthermore, the data that were used

m the students who benefited, but those who were
that-grade 2 years earlier. Nevertheless, data from
e state tests functioned formatively in this example,
nce information about student performance was used
ake adjustments to instruction (in this case improv-
ng the teaching of geometry) that improved the learn-
g of mathematics in the district.

It could be argued that this kind of usage is evalu-
glion, rather than assessment, because it is the program
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that is being improved through the analysis of student
data, but there is no clear boundary between the two.
A teacher might look through the responses of her stu-
dents to a trial run of a state test and replan the topics
that she is going to teach in the time remaining until
the test. Such a test could still be useful as little as a week
or two before the state-mandated test, as long as there
is time to use the information to redirect the teaching.
Again this assessment would be formative as long as the
information from the test was actually used to adapt the
teaching, and in particular, not only telling the teacher
which topics need to be retaught, but also suggesting
what kinds of reteaching might produce better results.
At this level, both the program and the learning of in-
dividual students on whom the data were collected is
being impacted by the assessment outcomes, so this
example could be thought of as either:assessment or
evaluadon. The crucial point is that the evidence is
used to make decisions that could not be made, or at
least could not be made as well, without that evidence,
with the result that learning is enhanced.

The building-in of time to make use of assessment
data is a central feature of much elementary and
middle school teaching in Japan. A teaching unit is
typically allocated 14 lessons, but the content usually
occupies only 10 or 11 of the lessons, allowing time for
a short test to be given in the 12th lesson, and for the
teacher to use Lessons 13 and 14 to reteach aspects of
the unit that were not well understood.

Another example, on an even shorter time-scale,
is the use of exit passes from a lesson. The idea here
is that before leaving a classroom, each student must
compose an answer to a question that goes to the
heart of the concept being taught at the end of the
lesson. On a lesson on probability for example, such a
question might be, “Why can’t a probability be greater
than 1?” Once the students have left, the teacher can
look at the students’ responses and make appropriate
adjustments in the plan for the next period of instruc-
tion. The shortest feedback loops are those involved in
the day-to-day classroom practices of teachers, where
teachers adjust their teaching in light of students’ re-
sponses to questions or other prompts in real time.

e-learning-in-the-district- were not-collected——The key point in all this is that the length of the feed- .

back loop should be tailored according to the ability
of the system to react to the feedback.

All this suggests that the conflicting uses of- the
term formative assessment can be reconciled by recogniz-
ing that almost any assessment can be formative pro-
vided it is used to make instructional adjustments, but a
crucial difference between different assessments is the
length of the adjustment cycle. Table 23.1 provides a
terminology for the different lengths of cycles.
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Table 23.1 Cycle Lengths for Formative Assessment

Type Focus

Length

Long-cycle
Medium-cycle

Short-cycle
day-by-day
minute-by-minute

across marking penods, quarters, semesters, years
within and between instructional units

within and between lessons

4 weeks to 1 year

1 to 4 weeks

24 to 48 hours
5 seconds to 2 hours

The foregoing discussion establishes that any as-
sessment can be [ormative, and that an assessment is
formative to the extent that information from the as-
sessment is used to adjust instruction to better meet
student lcarning needs. The adjustment can take place
immediately, in time for the next instructional episode,
between units, or even between vears, and the beneli-
claries of the adjustments may or may not be the stu-
dents on whom information was collected. However,
although all these different uses of assessimentinforma-
tion may be formative, in that the information is used
o adapt instruction Lo better meet student learning
needs, the research evidence cited above suggests that
not all are equally effective. To establish what, exactly,
constitutes the most effective form of formauve assess-
ment requires a deeper look at the research evidence.

An important feature ol Ramaprasad’s definition
of feedback (here formative assessment) is that it draws
attenuion to three key instructional processes:

e establishing where the learners are in their
learning,

e establishing where they are going,

e establishing what needs to be done to get
them there.

Traditionally, this mav have been seen as primarily
the teacher’s role, but one must also take account of

the role that the learners themselves, and their peers,
play in these processes. Crossing the three key instruc-
tional processes listed above with the three agents
involved in the classroom produces the framework
shown in Figure 23.1, which provides a way of think-
ing about the key strategies involved in formative as-
sessment. The subject classroom that is the focus of
Figure 23.1 is, of course, itsclf nested within a school,
whichin turnislocated in a community, and so on. Any
adequate account of formative assessment will have
to acknowledge these multiple contexts, but they are
bevond the scope of this chapter. Furthermore, given
that the stance taken in this chapter is that, ultimately,
assessment must {eed into actions in the classroom in
order to affect learning, this simphfication seems rea-
sonable, at least as a first-order approximation. For ex-
amples of sociocultural approaches to the implemen-
tation of formative assessiment. see Black and Wiliam
(2005b) and Prvor and Crossouard (2005).

This framework suggests that assessiment for learn-
ing can be conceptualized as consisting of five key
strategies and one “big idea” (Wiliam & Thompson,
in press). The five key strategies are (a) engineering
elfecuve classroom discussions, questions, and learn-
ing tasks that elicit evidence of learning; (b) providing
feedback that moves learners [orward; (c) clarifving
and sharing learning intentions and criteria {or suc-

Where the learner is going

Where the learner i1s right now

How to get there

Teacher Claritying learning intentions and

sharing and criteria for success

Engineering effective classroom
discussions and tasks that elicit
evidence of learning

Providing feedback that moves
learners forward

Peer Understanding and sharing learning
intentions and criteria for success

Activating students as instructional resources for one another

Learner Understanding learning intentions

and criteria for success

Activating students as the owners of their own fearning

Figure 23.1

Aspects of assessment for learning.
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cess; (d) activating students as the owners of their own
learning; and (e) activating students as instructional
resources for one another.

The big idea is that evidence about student learn-
ing is used to adjust instruction to better meet student
needs—in other words that teaching is adaptive to the
students’ learning needs. The following sections de-
scribe in more detail these five key strategies and how
they fit together within the more general idea of the
“regulation of learning processes.”

ENGINEERING EFFECTIVE CLASSROOM
DISCUSSIONS, QUESTIONS, AND LEARNING
TASKS THAT ELICIT EVIDENCE OF LEARNING

Teachers can use a vast range of strategies to elicit
evidence of student learning, from formal testing oc-
casions, through the activities that students routinely
undertake in mathematics classrooms, to classroom
discussions and informal exchanges with students. In
the previous version of this Handbook, Webb (1992)
outlined a set of principles for assessing mathematics.
The chapters by Jan de Lange and Linda Dager Wilson
in this volume cover large-scale and high-stakes assess-
ment, respectively, and Clarke (1996) provides an inter-
national perspective on contemporary mathematics as-
sessment. In addition, van den Heuvel-Panhuizen and
Becker (2003) made proposals for a didactic model of
assessment design in mathematics, and an excellent
overview of the characteristics of and general princi-
ples for the design of “thoughtrevealing activities” can
be found in Lesh, Hoover, Hole, Kelly, and Post (2001).
The focus of this section is on classroom discussions
and tasks that elicit evidence of learning.

Classroom Discussions

Teacherled classroom discussion, along with indi-
vidual seatwork, is one of the staples of mathematics
instruction in the United States (and indeed most oth-
er countries). In the traditional model of classroom
transactions—termed Initiation-Response-Evaluation or

_I-R-E by Mehan (1979)—the teacher asks a question,

chooses a student to answer the question, and then
makes some response to the student’s answer. Within
this broad structure one can say rather more.

First, it is important to note that the teacher al-
most invariably dominates such classroom discussions,
even in the United States, where it has been shown that
American teachers actually talk less than teachers in
countries that are more successful in mathematics, at
least as measured in international comparisons. For ex-
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ample, the 1999 TIMSS video study found that in U.S.
classrooms there were 8 teacher words for every student
word, whereas in Japan, there were 13, and in Hong
Kong 16 teacher words for every student word (Hiebert
et al., 2003). Of course, this means that even in a U.S.
classroom of 25 students, the teacher speaks 200 times
as much as any one student. It also makes clear that the
quality of what the teacher is saying is much more im-
portant than the quantity, and here the evidence from
the TIMSS video studies is compelling.

Although the 1999 TIMSS video study focused
on eighth grade, the findings were similar to those of
earlier studies (e.g., Weiss, Pasley, Smith, Banilower
& Heck, 2003; Rowan, Harrison, & Hayes, 2004) and
showed that mathematics teaching in the U.S. “is char-
acterized by frequent review of relatively unchalleng-
ing, procedurally oriented mathematics” (Hiebert et
al., 2005, p. 125). Why this should be the case is un-
clear, but the consequences are profound. To see why,
it is necessary to discuss briefly some recent work on
the nature and development of human abilities.

The term intelligence has been used in a variety of
ways for at least 100 years, and there is no consensus
on its meaning today. The word has been tarnished
by its use by the eugenics movement in the first half
of the 20th century, especially in the United States
(see Selden, 1999, for an extended discussion), and
more recently, the term has been used in essentially
racist projects such as The Bell Curve by Herrnstein
and Murray (1994). There is ample evidence that the
conclusions reached by such authors is fundamentally
flawed (see, e.g., Fish, 2001; Montague, 1999) but the
intensity and the politicization of the debate makes it
difficult to separate the science from the myth. One
particularly unfortunate effect of this debate is that it
has led many people to adopt rigid and extreme posi-
tions on the issue of intelligence.

At one extreme are those who believe that

* intelligence is determined entirely by one’s
genes and is fixed for life;

* intelligence tests measure the most important
aspects of human thinking;

* intelligence is the most important predictor of
success in the workplace; and

¢ other kinds of ability do not really matter.

At the other extreme, partly in response to the
political motives of those who hold the extreme views
listed above, are those who reject the concept of intelli-
gence entirely or deny its relevance except in the most
limited laboratory studies. For these proponents

* intelligence is determined by the environment
and not one’s genes;
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* intelligence tests measure only the ability 1o
take intelligence tests;

* intelligence does not matter in the real world;
and

¢ there are several different kinds of
intelligence, all independent of one another

It turns out that there is a high degree of consen-
sus amongst psychologists on the science underlving
intelligence, and, predictably, it is somewhere bewween
the two extreme positions described above:

* intelligence is determined by both environ-
ment and genetics, and the genetic influence
is substantal (Plomin & Petrill, 1997);

* intelligence tests correlaie strongly with a
range of other measurements of mental
capability (Mackintosh, 2000);

* intelligence is strongly associated with success
in a wide range of real world activities (Bertua,
Anderson, & Salgado, 2006);

* there are several different aspects of
intelligence, but most of them are strongly
inter-related (Deary, 2000).

In this sense, intelligence seems to be like physi-
cal height. Physical height is inherited—tall parents
tend to have tall children—but there is also a strong
environmental component. The better the standard
of nutrition, the taller the child grows. The same is
clearly true for intelligence, most clearly evidenced by
the Flynn effect. Named after James Flynn, this refers
to the rise of about one standard deviaton that has
been observed in 1Q scores throughout the developed
world over the last 60 years (Flynn, 1984, 1987). Al-
though researchers disagree about the causes of these
gains (see, e.g., Neisser, 1998), students’ educatonal
experiences are clearly an important element.

Dickens and Flynn (2001) have shown that what
is observed about intelligence is best accounted for by
the idea that people select, or have selected for them,
environments that maich their intelligence. People
with high intelligence, for example, engage in more
of the acduvities that enhance intelligence, and so be-
come more intelligent whereas people with lower in-
telligence opt out of or are denied these intelligence-
enhancing acuvities and so lose the opportunities to
enhance their intelligence. This suggests that intelli-
gence and environment are mutually constitutive of
each other: Environment causes intelligence and in-
telligence causes environment. However, the model
proposed by Dickens and Flynn also suggests that the
impact of transient improvements in environment are
themselves transient. This explains why compensatory
preschool programs have significant effects on intel-

ligence while students are in the program, but the ei-
fects diminish when students leave (Barnett & Camilli,
2001), although it should be noted that the improve-
ments in student achievement produced by such pro-
grams are lasting.

One concrete demonstration on the power ol
classroom environments to improve student achieve-
ment is a study of 191 students in 7 fourth grade class-
rooms following the “Thinking Together” program
(Dawes, Mercer, & Wegerif, 2000) as they learned sci-
ence. These students outperformed controls in similar
schools by 0.74 standard deviations on tests of concept
mapping and 0.29 standard deviations on a standard-
ized science achievementtest (Mercer, Dawes, Wegerif,
& Sams, 2004). Perhaps even more surprisingly, thesc
students outperformed controls by 0.27 standard de-
viations on a purely spatial intelligence test—Raven'’s
Progressive Matrices (Raven, 1960). Just by increasing
the amount of structured talk in the classroom, stu-
dents improved at performing purely spatial tasks.

The implications of these findings for mathemat-
ics classrooms are profound. To maximize mathemar-
ics achievement, classrooms must be places wherc
every student is required to engage cognitively with
the mathematics she or he is learning, and this ap-
pears to be the hallmark of practice both in countries
that are successful and exemplary classrooms in the
United States (see, e.g., Boaler & Humphreys, 2005).
Shulman (2005) has described such cognitively rich
pedagogies as pedagogies of engagement.

The problem is that, as is clear from the TIMSS
video swudies (Hiebert et al., 2003), few mathematics
classrooms in the United States rigorously employ ped-
agogies of engagement. In most American mathematics
classrooms, the choice about whether to engage is left
to the student. In classroom dialogue, the teacher asks
a question and then selects a respondent from those
who have signaled that they have an answer by raising
their hands. Some teachers do try to counter this by
occasionally calling on students who have not raised
their hands, but this is frequently seen as breaching the
terms of the didactical contract (Brousseau, 1984). One
teacher summed up his predicament thus:

I'd becoine dissatisfied witli the closed Q&A style that
my unthinking teaching had fallen into, and I would
frequently be lazy in my acceptance of right answers
and sometimes even tacit coniplicity with a class to
make sure none of ns had to work too hard. ... They
and I knew that if the Q&A wasn't going smoothly,
I'd change the question, answer it myself or only seek
answers from the “brighter students.” There must
have been times (still are?) where an outside observ-
er would see my lessons as a small discussion group
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surrounded by many sleepy onlookers. (Black et al.,
2004, p. 11)

The consequence of this is that some students
are deeply engaged in the lesson and, as.such, are in-
rcasing their capabilites, while others are avoiding
«ngagement and thus forgoing the opportunities to
mcrease their ability.

In other classrooms, participation is not volun-
try. Magdalene Lampert (2001) described a lesson
she taught in which she made a point of calling on
a4 student who had not raised his hand even though
many others had done so. She gave her reasons as fol-
lows: “I called on Richard because I wanted to teach
him and others in the class that everyone would in-
dced be asked 1o explain their thinking publicly. [ also
wianted to teach everyone that what they said would be
-xpected to be an effort to make mathematical sense”
(p. 146).

Leahy, Lyon, Thompson, and Wiliam (2005) de-
scribed mathematics classrooms in which teachers
have gone further and instituted a rule of “no hands
up, except to ask a question.” After posing a question,
the teacher decides which student should respond by
the use of some randomizing device, such as name
cards (see Webb, 2004, p. 175) or a beaker of Popsicle
sticks on which the students’ names are written. The
important point about such classrooms is that mental
participation is not optional.

Such a radical change in the “classroom contract”
(Brousseau, 1984) may be unwelcome for many stu-
dents who are accustomed to classrooms where partic-
ipation is optional, but there is evidence that students’
participation practices in mathematics classrooms are
mnalleable (Turner & Patrick, 2004). In particular,
there are many strategies that teachers can use to en-
gage students in classroom participation. Where stu-
dents reply “I don’t know,” Ellin Keene suggests that
teachers can ask, “OK, but il you did know what would
you say?” (Carol, 2006), or the teacher can solicit
answers from other students and then return to the
original student and ask them to select from amongst
the answers they have heard. Other possibilities are
allowing students to “phone a friend,” or, for multiple-
choice items, they can “ask the audience” or ask to go
“50-50" where two incorrect responses are removed.
All these strategies derive their power from the fact
that classroom participation is not optional, and even
when the student resists, the teacher looks for ways to
maintain the student’s engagement.

How much time a teacher allows a student to re-
spond before evaluating the response is also impor-
tant. It is well known that teachers do not allow stu-
dents much time 1o answer questions (Rowe, 1974),
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and il'they do not receive a response quickly, they will
“help” the student by providing a clue or weakening
the question in some way, or even moving on to anoth-
er student. However, what is not widely appreciated
is that the amount of time between the student pro-
viding an answer and the teacher’s evaluadon ol that
answer is just as, if not more, important. Of course,
where the question is a simple matter of factual re-
call, then allowing a student time (o reflect and ex-
pand upon the answer is unlikely to help much. But
where the question requires thought, then increasing
the time between the end of the student’s answer and
the teacher’s evaluation from the average wait-time of
less than a second 10 3 seconds produces measurable
increases in learning, although according to Tobin
(1987) increases beyond 3 seconds have little effect,
and may cause lessons to lose pace.

In fact, questions need not always come from the
teacher. There is substantial evidence that getting
students to generate their own questions enhances
their learning. Rosenshine, Meister, and Chapman
(1996) found that training students to generate ques-
tions while reading increased performance by 0.36
standard deviations on standardized tests, and by
0.86 standard deviations on tests developed by the
experimenters. Foos, Mora, and Tkacz (1994) com-
pared four strategies for helping students prepare for
a test or examination: (a) tell the students to review
the material on which the test is based, (b) provide
the students with study methods and materials, (c) tell
the students to generate their own study dutlines, and
(d) tell the students 1o generate their own study ques-
tions, with answers. They found that strategy (d) gen-
erated the highest performance, followed, in turn, by
(¢), (b), and (a). Such student-produced assessments
can also be useful to the teacher, because they provide
information about what the students think they have
been learning, which may not be the same as what the
teacher thinks the students have been learning.

Some researchers have gone even further and
shown that questions can limit classroom discourse,
because they tend to demand a simple answer. There
is a substantial body of evidence that classroom learn-
ing is enhanced considerably by shifting from asking
questions to making statements (Dillon, 1988). For ex-
ample, instead of asking, “Are all squares rectangles?”
which seems to require a simple yes/no answer, the
level of classroom discourse (and student learning) is
improved considerably by [raming the same question
as a statement—“All squares are rectangles’—and
asking students to discuss this in small groups before
presenting a reasoned assessment of the truth of this
statement to the class.
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Another key leature of classroom questioning is
the way that teachers listen to student answers. As many
authors have pointed out, when teachers listen to stu-
dent responses, they attend more to the correctness of
the answers rather than what they can learn about the
student’s understanding (Even & Tirosh, 1995, 2002;
Heid, Blume, Zbiek, & Edwards, 1999). In a delailed
study, Davis (1997) followed the changes in the practce
of one middle school mathematics teacher, focusing in
particular on how the teacher responded to student an-
swers. Iniaally, the teacher’s reactions tended to focus
on the extent to which the student responses accorded
with the teacher’s expectations. After sustained reflec-
tion and discussion with the researcher over a period of
several months, the teacher’s reaction placed increasing
emphasis on “informaton-secking” as opposed to the
“response-seeking” that characterized the earlier les-
sons. Davis termed these two kinds of listening evalua-
tive listeningand interpretive listening respectively. Towards
the end of the 2-year period, there was a further shift in
the teacher’s practice, with a marked move away from
clear lesson structures and prespecified learning out-
comes, and towards the exploration of potentially rich
mathematical situations, in which the teacher is a copar-
ticipant. Most notably, in this third phase, the teacher’s
own views of the subject matter being taught developed
and altered along with that of the students (what Da-
vis termed hermeneutic listening). Similar trajectories of
change from evaluative to interpretive listening have
been observed in other mathematics teachers (English
& Doerr, 2004) and in preservice teachers (Crespo,
2000), as eloquenty summarized by a girl in the seventh
grade: “When Miss used to ask a question, she used to
be interested in the right answer. Now she’s interested
in what we think” (Hodgen & Wiliam, 2006, p. 16).

What Makes a Good Question?

Careful analysis of students’ incorrect responses
to standard classroom items can reveal important in-
sights into students’ conceptions. For example, De-
Corte and Verschaffel (2006) point out that when stu-
dents are asked to respond to the following item:

-12=7

many students write 18 or 5 in the blank space. Both re-
sponses are, of course, incorrect, but in completely dif-
ferent ways, the first probably indicating an anthmet-
cal slip, and the second more likely indicating a lack of
understanding of the meaning of the equal sign.
However, understanding the thinking behind
students’ responses is more straightforward when the
questions asked of students have been planned careful-

ly ahead of time expressly for this purpose. Two itcn
used in TIMSS, shown in Figure 23.2 below, illusii...
one important feature of the design of good question
Although apparently quite similar, the success 1.1,
on the two items were very different. For examjl
in Israel, 88% of the students answered the first it
correctly, whereas only 46% answered the second <
rectly, with 39% choosing response (b) (Vinner, 194, -
Vinner suggested that the reason for this is that m:
students, in learning about fractions, develop the nan
conception that the largest fraction is the one with (1.
smallest denominator, and the smallest fraction is 1l
one with the largest denominator. This approach lead
to the correct answer for the first item but leads to .11
incorrect response to the second. Further evidence (11
this interpretation is given by noting that 46% plus 5"
is very close 10 88%, suggesting that alimost half ol (L
students who answered the first item correcdy did
with an incorrect strategy. In this sense, the first iten r
a much weaker item than the second, because student:
can get it nnght for the wrong reasons.

Item 1 (success rate 88%)
Which fraction is the smallest?

@1 ®d®2 ©1 @@

6 3 3

N =

tem 2 (success rate 46%)
Which fraction is the largest?
@4 M3 @©5 @@

5 4 8 10

|~

Figure 23.2 Two items from the Third International
Mathematics and Science Study.

This example illustrates a very general principle in
teachers’ classroom questioning. By asking questions ol
students, teachers try to establish whether students have
understood what they are meant to be learning. In othc
words, the teacher is trying to construct a model of the
student’s thinking. As von Glasersfeld (1987) noted:

Inevitably, rhat model will be constructed, not out of
the child’s conceptual elements, but out of the con-
ceptual elements that are the interviewer’s own. It is
in this context that the epistemological principle of
it, rather than match is of crucial importance. Just as
cognitive organisms can never compare their concep-
tual organisations of experience with the structure of
an independent objective reality, so the intervicwer,
experimenter, or teacher can never compare the
model he or she has constructed of a child’s concep-
tualisations with what actually goes on in the child’s
head. In the one case as in the other, the best that can
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be achieved is a model that remains viable within the
range of available experience. (p. 13)

The key phrase here is “within the range of avail-
able experience.” If the teacher asks questions that are
more like the first TIMSS item above than the second,
the range of available experience is narrow, and the
range of models that fit, correspondingly large. As Gay
and Thomas (1993) pointedly asked, “Just because they
got it right, does that mean they know it?” (p. 130).

For teacher questioning to be effective, teach-
ers need to know what kinds of conceptualizations
students are likely to have, and need tools to identify
them. Consider, for example, the following pair of si-
multaneous equations:

at+ b=16

Many students find this difficult, saying that it cannot
be done. The teacher might conclude that they need
some more help with equations of this sort, but with
this particular pair of equations, a more likely reason
for the difficulty is not with mathematical skills but with
the student’s beliefs (see also Schoenfeld, 1985). If the
students are encouraged to talk about their difficulty,
they often say things like, “I keep on getting bis 8, but
itcan’t be because ais.” The reason that many students
have developed such a belief is, of course, that before
they were introduced to solving equations, they had
been practicing substitution of numbers into algebraic
formulas, where each letter always did stand for a differ-
ent number. Although the students will not have been
taught that each letter must stand for a different num-
ber, they have generalized implicit rules from their pre-
vious experience, just as because they are always shown
triangles where the lowest side is horizontal, they talk of
“upside-down triangles” (Askew & Wiliam, 1995 p. 14).

The important point here is that one would not
have known about these unintended conceptions
if the second equation had been a+ 6=17 instead
of a+ b=16. Items that reveal unintended concep-
tions—in other words that provide a “window into
thinking”—are not easy to generate, but they are cru-
cially important to improve the quality of students’

“mathematical learning.

Some people have argued that these unintended
conceptions are the result of poor teaching. If only the
teacher had phrased the explanation more carefully,
had ensured that no unintended features were learned
alongside the intended features, then these misconcep-
tions would not arise, but this argument fails to acknowl-
edge two important points. The first is that this kind of
overgeneralization is a fundamental feature of human
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thinking. When young children say things like “I spend-
ed all my money,” they are demonstrating a remarkable
feat of generalization. From the huge messiness of the
language that they hear around them, they have learned
that to create the past tense of a verb, one adds dor ed. In
the same way, if one asks young children what causes the
wind, a common answer is “trees.” They have not been
taught this but have observed that trees are swaying when
the wind is blowing and have inferred (incorrectly in this
case) a causal relationship from a correlation.

The second point is that even if one wanted to, one
cannot control the student’s environment to the extent
necessary for unintended conceptions not to arise. For
example, it is well known that many students believe
that the result of multiplying 2.3 by 10 is 2.30. It is high-
ly unlikely that they have been taught this. Rather this
belief arises as a result of observing regularities in what
they see around them. The result of multiplying whole
numbers by 10 is just to add a zero, so why should that
not work for all numbers? The only way to prevent stu-
dents from acquiring this (mis)conception would be
to introduce decimals before one introduces multiply-
ing single-digit numbers by 10, which is clearly absurd.
The important point is that one must acknowledge that
what students learn is not necessarily what the teacher
intended, and it is essential that teachers explore stu-
dents’ thinking before assuming that students have
“understood” something.

Questions that provide this “window into think-
ing” are hard to find, but within any school there
will be good selection of rich questions in use—the
trouble is that each teacher will have her or his stock
of good questions, but these questions are not shared
within the school and are certainly not seen as cen-
tral to good teaching. In most Anglophone countries,
teachers spend the majority of their lesson prepara-
tion time in grading students’ notebooks or assign-
ments, almost invariably doing so alone. In some oth-
er countries, the majority of lesson preparation time
is spent planning how new topics can be introduced,
which contexts and examples will be used, and so on.
This is sometimes done individually or with groups of
teachers working together. In Japan, however, teachers
spend asubstantial proportion of their lesson prepara-
tion time working together to devise questions to use
in order to find out whether their teaching has been
successful, in particular through the process known as
lesson study (Fernandez & Makoto, 2004).

In generating questions, the traditional concerns of
reliability and validity do not provide sound guidance
as to what makes a good question. For example, many
teachers think that the following question, taken from
the Chelsea Diagnostic Test for Aigebra (Hart, Brown,
Kerslake, Kiichemann, & Ruddock, 1985), is “unfair”:
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Simplify (if possible): 2a + bb

This item is deemed unfair because students
“know” that in answering test questions, one must
do some work, so it must be possible to simplify this
expression, otherwise the teacher would not have
asked the question. To use this item in a test or an
examination where the goal is to determine a stu-
dent’s achievement would probably not be a good
idea. But to find out whether students understand al-
gebra, it is a very good item indeed. If in the context
of classroom work, rather than a formal test or exam,
astudent can be tempted to simplify 2a + bb then the
teacher should want to know that, because it means
that the student has not yet developed a real sense of
what algebra is about.

Asking students which of the following two frac-
tions is larger raises similar issues:

3
11

In some senses this is a “trick question.” There is no
doubt that this is a very hard item, with. typically only
around one 14-year-old in six able to give the correct
answer, compared with around 75% of 14-year-olds be-
ing able to select correctly the larger of two “typical”
fractions—that is where the numerators and denomi-
nators are different, and each less than 12 (Hart, 1981).
It may not, therefore, be a very good item to use in a
test of students’ achievement. But it is very important
for the teacher to know if her students think that ___is
larger than __. The fact that this item is seen as a trick
question shows how deeply the summative function of as-
sessment is ingrained into the practice of most teachers.

3
7

A third example, which caused considerable disqui-
et amongst teachers when it was used in a national test
in England in the 1990s, is based on the following item,
again taken from one of the Chelsea Diagnostic Tests:

Which of the following statements is true:
(1) ABislonger than CD
(2) ABisshorter that CD
T (3yABand CD are the samedength- - -

Figure 23.3 Item adapted from the CSMS tests (Hart et
al., 1985).

Again, viewed in terms of formal tests and examinations,
this may be an unfair item, but in terms of a teacher's
need to establish secure foundations for future learn-
ing, it would seem to be entirely appropriate.

All of the questions discussed so far have the
potential to elicit evidence of active student concep-
tions that may hinder learning, and as such, have the
potential to support teachers’ instructional decision-
making. However, the questions discussed above, and
most of the questions used by teachers, are really valu-
able only when the teacher can ask students to explain
or elaborate their answers. Such questions are therc-
fore good as discussion questions but less good as diag-
nostic questions (Ciofalo & Wylie, 2006). If it is neces-
sary for each student to explain the reason for her or
his answer, then it will take a great deal of time to get
around the whole class. Furthermore, those students
answering last are more likely to be choosing their jus-
tifications from amongst those already given by their
peers than thinking hard about their own answers.

Consider the item shown in Figure 23.4. This item
has some merit as a discussion item, because it is likely
to elicit very quickly the fact that some students in a
class think that a? + 4% = ¢? for this triangle because it
is true for all right triangles.. However, as soon as stu-
dents hear a peer mention that a? + 4% = ¢? is true only
when cis the hypotenuse, then they may well give the
same response.

In the right triangle below, does a2 + b2 =c??

Figure 23.4 Item on Pythagoras’s rule.

As an alternative, consider the item shown in Fig-
ure 23.5. For this item, there are 64 possible responses

_ (the statement might be true for each of the six trian-

gles giving a total of 2° possibilities), so the chance of
a student getting this correct by guessing is less than
2%. Moreover, the item can be used to get a response
from every single student in the class at the same time,
by giving students a set of six cards labeled A, B, C,
D, E, and F. This use of questions with an all-studen!
response system (Leahy et al., 2005) provides teachers
with much richer data on the level of understanding
in a class than is possible with a single-student response
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in which of these right triangles is a2 + b2 = ¢#?

Figure 23.5

system such as asking students to raise their hands, or
selecting a student at random to answer.

By moving from single-student response systems to
allstudent response systems, the teacheris able to make
more effective instructional decisions in real time by
creating hinge-points in the lesson (Leahy et al., 2005).
If all students answer correctly, then she can move on.

" If not, then the teacher has created a “teachable mo-

ment.” If no one answered correctly, then the teacher
might choose to reteach the material to the whole class
using a different approach from the one that she used
originally. However, if some of the students answer cor-

~ rectly and some answer incorrectly, this provides an op-
- portunity for a class discussion of the issue. Not only

does the teacher know that some students have not un-
derstood, but she is able to use the information about
the responses of each student to engineer a more ef-
fective discussion, by, for example, calling on all those
with a particular response to supply their reasons for
that response before considering other responses. Of
course the aggregation of information from student
responses is greatly enhanced by the use of electronic
“clickers” (Roschelle, Abrahamson, & Penuel, 2004)
but note that most such systems can currently cope

with only a single response, so. that items such as that

in Figure 23.5 would be much more difficult to use. In-
correct responses to these items may reveal “facets” of
student thinking (diSessa & Minstrell, 1998) and thus
provide important evidence about student learning. In
this sense, itis useful if the incorrect responses made by
students are interpretable. However, if assuming that
students do understand something when they don’t is
more damaging than assuming they do not understand
something when they do, then a more important re-

Item on Pythagoras’s rule for use as an allstudent response item.

quirement for teaching is that that the correct response
is interpretable. In other words, the teacher needs to
be sure that the student got the answer right for the
right reasons.

Sets of lettered cards work well with multiple-
choice items, but not all items can usefully be present-
ed in such a format. For this reason, many teachers
have adopted the use of “slates” or “mini white-boards”
on which students can write and display an answer for
the teacher to see. Such a technique is particularly
useful where students’ responses are difficult to pre-
dict, such as asking students to write down a fraction
between é and ; if they can. Some students will say that
it can’t be done, others will generate incorrect solu-
tions, and others will generate correct solutions. The
powerful feature of such unstructured response sys-
tems is that it allows students to generate substantially
correct solutions in nonstandard form, such as

1

63
Perhaps the most important point in all this is that
questions worth asking are not likely to be generated
spontaneously in the middle of a lesson. They need
careful planning, preferably in collaboration with

other teachers, as is practiced in Japanese lesson study
(Fernandez & Makoto, 2004).

PROVIDING FEEDBACK THAT MOVES
LEARNERS FORWARD

From the reviews of research conducted by Natriello
{1987), Crooks (1988), Bangert-Drowns etal. (1991),
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and Black and Wiliam (1998a) cited above it is clear
that not all kinds of feedback to students about their
work are equally effective. For example, Meisels, At-
kins-Burnett, Xue, Bickel, and Son (2003) explored
the impact of the Work Sample System (WSS)—a
system of curriculum-embedded performance assess-
ments—on the achievement of 96 third-grade urban
students in reading and mathematics, as measured
by the Iowa Test of Basic Skills (ITBS). When com-
pared with a sample of 116 third graders in matched
schools, and with students in the remainder of the
school district (Pittsburgh, PA), the achievement
of WSS students was significantly and substantially
higher in reading, but in mathematics, the differenc-
es were much smaller and failed to reach statistical
significance. The details of the system in use, how
it is implemented, and the nature of the feedback
provided to students seem to be crucial variables,
with small changes often producing large impacts on
the effectiveness of the system. Some insight into the
characteristics of effective feedback is provided by a
study by Nyquist (2003).

The reviews by Natriello, Crooks, and Black and
Wiliam, had focused on K-12 education, but Nyquist
reported that the findings about the importance of
feedback generalize to higher education too. In review-
ing the research on the effects of feedback in 185 stud-
ies in higher education, he developed the following
typology of different kinds of formative assessment:

Weaker feedback only: students are given only the
knowledge of their own score or grade, often
described as “knowledge of results.”

Feedback only: students are given their own score
or grade, together with either clear goals
to work towards or feedback on the correct
answers to the questions they attempt, often
described as “knowledge of correct results.”

Weak formative assessment. students are given
information about the correct results,
together with some explanation.

Moderate formative assessment: sludents are given
information about the correct results, some
explanation, and some specific suggestions for
improvement.

Strong formative assessment. students are given
information about the correct results,
some explanation, and specific activities to
undertake in order to improve.

He then calculated the average standardized ef-
fect size for the studies for each type of intervention,
and the results are given in Table 23.2.

Table 23.2 Standardized Effect Sizes for
Different Kinds of Feedback Interventions

N Effect
Weaker feedback only 31 0.16
Feedback only 48 0.23
Weaker formative assessment 49 0.30
Moderate formative assessment 43 0.33
Strong formative assessment 16 0.51
Total 185

Nyquist’s results echo the findings of Banger
Drowns etal. discussed above. Just giving students fec«
back about current achievement produces very littlc
benefit, but where feedback engages students in mind
ful activity, the effects on learning can be profound.

In one study (Elawar & Corno, 1985), 18 sixth
grade teachers in three schools in Venezuela received
7 hours of training on how to give constructive writtcn
feedback on the mathematics homework produced in
their students (specific comments on errors, sugges
tions about how to improve, and at least one positivce
remark). Another group of teachers graded homec-
work as normal (i.e., just scores), and a third group
gave constructive feedback to half their classes and
just scores to the other half. The students receiving
the constructive feedback learned twice as fast as the
control-group students (in other words, they learned
in 1 week what the others would have taken 2 weeks
to learn). Moreover, in classes receiving the construc-
tive feedback, the achievement gap between male and
female students was reduced, and attitudes towards
mathematics were more positive.

The negative impact of grades was also estab-
lished in a study of Israeli students conducted by

Butler and Nisan (1986). In this study, one group ol

students received nonthreatening task-related evalu-
ations of their work, one group received normativce
grades, and one group received no feedback. The les-
el of intrinsic motivation of students given grades was
lower than those given the task-related evaluations,
and this was also reflected in the level of achieve-
ment. Interestingly, those given no feedback also
showed lower levels of intrinsic motivation. This sug-
gests that task-related feedback has an important rolc
to play in building intrinsic motivation (see section
on Actrvating Students as Owners of Their Own Learn-
ing below) and that lack of feedback can, under somc
circumstances, be as deleterious as the wrong sort of
feedback, but the relationship is clearly complex, in-
asmuch as other studies have not found lack of feed-

[




“ back to be consistently associated with lower levels of
) learning. For example, Grolnick and Ryan (1987) re-
. ported a study of 91 fifth-grade children that assessed
the effects of different conditions on emotional ex-
perience and performance on a learning task. Two
directed-learning conditions, one controlling (DLC)
and one noncontrolling (DLN), were contrasted with
each other and with a third nondirected, spontane-
ous-learning context (NLC). In both the DLC and
DLN conditions, what was to be learned was speci-
fied and students knew that there would be an assess-
ment, but in the DLC condition, students were told
they would be given grades as they worked, whereas
those in the DLN condition were told there would be
no grades and that the purpose of the activity was to
see what they could learn. In the NLC condition, stu-
dents were exposed to material without specifications
. and had no knowledge of the subsequent assessment.
“ On measures of rote learning, both the DLC and DLN
" groups scored higher than the NLC, but the level of
interest and the amount of conceptual learning was
lower in the DLC group than in the other two. Fur-
= thermore, children in the DLC condition evidenced
.-a greater deterioration in rote learning in a follow-up
assessment approximately 1 week later.

In a subsequent study, Butler (1988) investigated
the effectiveness of different kinds of feedback in 12
sixth-grade classes in four Israeli schools. For the first
. lesson, the students in each class were given a booklet
" containing a range of divergent thinking tasks. At the
end of the lesson, their work was collected. Indepen-
dent scorers then assessed this work. At the beginning
of the next lesson, two days later, the students were
<. - given feedback on the work they had done in the first
lesson. In 2 of the classes students were given scores
(which were scaled so as to range from 40 to 99) while
in another 4 of the classes, students were given com-
ments, such as “You thought of quite a few interest-
ing ideas; maybe you could think of more ideas.” In
the other 4 classes, both scores and comments were
written in the students’ notebooks. Then, the students
were asked to attempt some similar tasks and told that
they would get the same sort of feedback as they had
received for the first lesson’s work. Again, the work
3. was collected and assessed.

In order to explore the differences in impact of
these treatments on students, the achievement and
- attitudes toward the subject under study of the high-
- est performing students in each class were compared
" with the lowest achievers in each class. Those given
- only scores made no gain from the first lesson to the
- second. Those who had received high scores in the
~_tests were interested in the work, but those who had

received low scores were not. The students given only
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comments scored, on average, 30% higher on the
work done in the second lesson than on the first, and
the interest of all the students in the work was high.
However, those given both scores and comments made
no gain from the first lesson to the second, and those
who had received high scores showed high interest
whereas those who received low scores did not. The
results are summarized in Table 23.3.

Table 23.3 Impact of Feedback Interventions
on Achievement and Attitude (Butler, 1988)

Achievement
gain

Attitude
toward subject

Scores only none High achievers: positive

Low achievers: negative
Comments only  30% All positive

Scores and none
comments

High achievers: positive
Low achievers: negative

Far from producing the best effects of both kinds
of feedback, giving scores alongside the comments
completely washed out the beneficial effects of the
comments. When given both scores and comments,
most students looked at the score first. The next thing
most of these students looked at was the score of their
nearest neighbor. In other words, if teachers write
careful diagnostic comments on a student’s work and
then put a score or grade on it, they are likely wasting
the time they spend writing comments. The students
who get the high scores do not need to read the com-
ments, and the students who get the low scores do not
want to. And yet the use of both scores and comments
is probably the most widespread form of feedback in
the United States, despite the fact that this study (and
others like it—see below) shows that it is no more ef-
fective than scores alone. The teacher would be bet-
ter off just giving a score. The students will not learn
anything from this, but the teacher will save herself a
great deal of time.

Aclearindication of therole that ego playsin learn-
ing is given by another study by Ruth Butler (1987). In
this study, 200 fifth- and sixth-grade students in eight
classes spent a lesson working on a variety of divergent
thinking tasks. Again, the work was collected and the
students were given one of four kinds of feedback on
this work at the beginning of the second lesson (again
2 days later):

In two of the classes, students were given written
comnents;

In two of the classes, students were given grades;
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In two of the classes, students were given written
praise; and

In two of the classes, students were given no
feedback at all.

The qualitv of the work done in the second lesson
was compared to that done in the first. The quality
of work of those given comments had improved sub-
stantially compared to the first lesson, but those given
grades and praise had made no more progress than
those given no feedback. At the end of the second les-
son, the students completed a questionnaire about the
factors that influenced their work that was designed to
elicit from the students the reasons for their level of
motivation. In particular the questionnaire sought to
establish whether the students’ effort investment was
due to ego-related concerns (such as class rank) or
task-related concerns (such as learning the material).
The students who had received comments during
their work on the topic had high levels of task involve-
ment, but their levels of ego involvement were the
same as those given no feedback. However, although
those given grades and those given written praise had
comparable levels of task involvement to the control
group, their levels of ego involvement were substan-
tially higher. The only effect of the grades and the
praise, therefore, was to increase the sense of ego
involvement without increasing achievement. These
findings are consistent with those of Cameron and
Pierce (1994), who found that although verbal praise
and supportive feedback did increase students’ inter-
est in and attitude towards a task, such feedback had
little if any effect on pertformance.

These findings are consistent with the research
on praise carried out in the 1970s that showed clearly
that praise was not necessarily “a good thing"—in fact
the best teachers appear to praise slightly less than av-
erage (Good & Grouws, 1975). It is the quality rather
than the quantity of praise that is important. In par-
ticular, teacher feedback is far more effective when
it is infrequent, credible, contingent, specific, and
genuine (Brophy, 1981) and focuses on features of
the work that are within the students’ control (Dweck,
2000; Siero & van Oudenhoven, 1995).

From a voung age, students’ attitudes to learning
are clearly shaped by the feedback they receive. In a
year-long study of eight kindergarten and first-grade
classrooms in six schools, Tunstall and Gipps (1996a,
1996b) identified a range of roles that feedback played
in classrooms in England. Like Torrance and Pryor
(1998), they found that a substantial proportion of
the feedback given to students focused on socializa-
tion: “I'm only helping people who are sitting down
with theiv hands up” (p. 395). Beyond this socialization

role, they identified four types of feedback on academ-
ic work, which they labeled A, B, C and D as shown in
Table 23.4. In the first type was placed feedback that
rewarded or punished the students for their work,
for example when students were allowed to leave the
classroom for lunch early if they had done good work,
or where students were told that if they had not com-
pleted assigned tasks, they would have to stay in during
lunch to finish their work. Type B fecdback was, like
Type A, evaluative, but rather than focusing on rewards
and sanctions, the feedback indicated the teacher’s ap-
proval or disapproval (e.g., “l'm very pleased with you”
versus “I'm very disappointed in you today”).

In addition to the kinds of evaluative feedback
described above, they identified two types of descrip-
tive feedback. Type C feedback focused on academic
work as product and emphasized the adequacy of the
work with respect to the teacher’s criteria for success.
At one end of the continuum, feedback focused on
the extent to which the work already satisfied the cri-
teria, while at the other end, the feedback focused on
what the student needed to do to improve the work.
An example of the former is, “This is extremely well
explained,” pointing out the way that the student had
satisfied the teacher’s criteria. An example of the lat-
ter is, “1 want you to go over all of them and write
your equals sign in each one”™—here the emphasis is
on what needs to be done to improve the work.

In contrast to the idea of work as product, Type
D feedback focused on the process aspects of work,
with the teacher cast in the role of facilitator, rather
than judge or coach. As Tunstall and Gipps (1996a)
explain, teachers engaged in this kind of feedback
“conveyed a sense of work in progress, heightening
awareness of what was being undertaken and reflect-
ing on it” (p. 399).

Table 23.4 Typology of Teacher Feedback
(Tunstall & Gipps, 1996a)

Evaluative feedback Type A Type B
Positive Rewarding Approving
Negative Punishing Disapproving
Descriptive feedback Type C Type D
Achievement feedback Specifying Constructing
attainment achievement
Improvement feedback Specitying Constructing
improvement the way forward

The timing of feedback is also crucial. Ifit is given
too early, before students have had a chance to work




on a problem, then they will learn less. Most of this
research has been done in the United States, where
it goes under the name of “peekability research,” be-
cause the important question is whether students are
able to “peek” at the answers before they have tried to
answer the question. However, a British study under-
taken by Simmons and Cope (1993) found similar re-
sults. Pairs of students aged between 9 and 11 worked
on angle and rotation problems. Some of these worked
on the problems using the computer language Logo
and some worked on the problems using pencil and
paper. The students working in Logo were able to use
a “trial and improvement” strategy that enabled them
to- get a solution with little mental effort. However,
for-those working with pencil and paper, working out
the effect of a single rotation was much more time
consuming, and thus the students had an incentive to
think carefully, and this greater “mindfulness” led to
eper learning.
-~ The effects of feedback highlighted above might
suggest that the more feedback, the better, but this
not necessarily the case. Day and Cordén (1993)
looked at the learning of a group of 64 third-grade
udents on reasoning tasks. Half of the students were
given a “scaffolded” response when they got stuck—in
other words they were given only as much help as they
needed to make progress, whereas the other half were
given a complete solution as soon as they got stuck,
and then given a new problem to work on. Those giv-
en the scaffolded response learned more and retained
their learning longer than those given full solutions.
In a sense, this is hardly surprising, inasmuch as those
given the complete solutions had the opportunity for
learning taken away from them. As well as saving time
for the teacher, developing skills of “minimal inter-
vention” promotes better learning.
v, A good example of such feedback is given by Sa-
= phier (2005, p. 92):

Teacher: “What part don’t you understand?”

Student: “Ijust don’t getit.”

‘Teacher: “Well, the first partis just like the last prob-
lem you did. Then we add one more vari-
able. See if you can find out what it is, and

_I’ll come back in a few minutes.” .

Sometimes, the help need not even be related to
the subject matter. Often, when a student is given a
new task, the student asks for help immediately. When
the teacher asks, “What can’t you do?” it is common
to hear the reply, “I can’t do any of it.” In such cir-
cumstances, the student’s reaction may be caused by
anxiety about the unfamiliar nature of the task, and it
is frequently possible to support the student by saying
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something like “Copy out that table, and I'll be back
in five minutes to help you fill it in.” This is often all
the support the student needs. Copying out the table
forces the student to look in detail at how the table is
laid out, and this “busy work” can provide time for the
student to make sense of the task herself (see discus-
sion of performance versus mastery goals below).

The consistency of these messages from research
on the effects of feedback extends well beyond school
and other educational settings. A review by Kluger and
DeNisi (1996) of 131 well-designed studies in educa-
tional and workplace settings found that, on average,
feedback did improve performance, but this average ef-
fect disguised substantial differences between studies.
Perhaps most surprisingly, in 38% of the studies, giving
feedback had a negative impact on performance. In
other words, in 2 out of every 5 carefully controlled sci-
entific studies, giving people feedback on their perfor-
mance made their performance worse than if they were
given no feedback on their performance at all! On fur-
ther investigation, the researchers found that feedback
made performance worse-when it was focused on the
self-esteem or self-image (as is the case with grades and
praise). The use of praise can increase motivation, but
then it becomes necessary to use praise all the time to
maintain the motivation. In this situation, it is very dif-
ficult to maintain praise as genuine and sincere. In con-
trast, the use of feedback improves performance when
it is focused on what needs to be done to improve, and
particularly when it gives specific details about Ahow to
improve (see section on Activating Students as Owners of
Their Own Learning below).

This suggests that feedback, as the term is used cur-
rently in education, is not the same as formative assess-
ment. Feedback is a necessary first step, but feedback
is formative only if the information fed back to the learner is
used by the learner in improving performance. If the infor-
mation fed back to the learner is intended to be help-
ful but cannot be used by the learner in improving her
own performance, it is not formative. It is rather like
telling an unsuccessful comedian to “be funnier.”

CLARIFYING AND SHARING LEARNING

— INTENTIONS AND_SUCCESS CRITERIA- —

WITH LEARNERS

In a chapter entitled “The View From the Student’s
Desk” Mary Alice White (1971) suggested that stu-
dents often had no real idea where they were going
in their learning.

The analogy that might make the student’s view more
comprehensible to adults is to imagine .oneself on a
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ship sailing across an nnknown sea, to an unknown
destination. An aduit would be desperate to know
where he [sic] 1s going. But a child only knows he is
going to school. . .. The chartis neither available nor
understandable 1o him. . .. Very quickly, the daily life
on board ship becomes all important. ... The daily
chores, the demands, the inspections, become the
reality, not the voyage, nor the destination. (White,
1971, p. 340)

Certainly many authors, notably Bernstein (1975),
have shown that not all students share the teacher’s
understanding of what they are meant to be doing in
classrooms. As a simple example, consider the task of
identifying the “odd one out” in the following list of
objects: knife, fork, hamnmer, bottle of tomato ketch-
up. Some students believe that the boule of tomato
ketchup is the odd one out, because the others are all
metal tools, whereas other students believe that the
hammer is the odd one out because the others appear
on the Lable at meal-times. Neither answer is wrong
or right, of course, but as Keddie (1971) pointed out
over 35 years ago, schools value some kinds of knowl-
edge more than others, although what precisely is de-
sired or valued is not always made clear.

For example, in a study of 72 students betwcen
the ages of 7 and 13, Gray and Tall (1994) found that
the reasoning of the higher achieving students was
qualitatively different from that of the lower achiev-
ing students. This, of course, is not surprising, as the
resecarch on expertise (Berliner, 1994) shows that this
is a characteristic of expertise. What was surprising
in Gray and Tall’s study was in the nature of the dif
ference. In particular, the higher achieving students
were able to work with unresolved ambiguities about
whether mathematical entities are concepts or proce-
dures. In contrast, lower attaining swdents, by refus-
ing to accept the ambiguities inherent in mathematics
are, in fact, attlempting a far more difficult form of
mathematics, with a far greater cognitive demand.

A simple example may be illustrative here. Con-
sider the number 63. The mathematical operation
between the 6 and the } is actually addition. 63 is a
shorthand expression for 6+ 3, but when writing an
expression in algebra by concatenating two terms,
such as 6x, the implied operation between the 6 and
the x is multiplication, not addition. The relationship
between the 6 and the 1 in 61 is different again. And
vet, very few people who are successful in mathemat-
ics are aware of these inconsistencies or differences
in mathematical notation. In a very real sense, being
successful in mathematics requires knowing what to
worry about and what not to worry about. Students
who do not understand whatis important and what is
not important will be at a very real disadvantage.

Quite how big a difference this can make is brought
outin a study of seventh-grade science classes conduct-
ed by White and Frederiksen (1998). The study involved
three teachers, each of whom taught 4 parallcl seventh
grade classes in two U.S. schools. The average size of
the classes was 31 students. In order to assess the repre-
sentativeness of the sample, all the students in the study
were given a basic skills test, and their scores were close
to the national average. All 12 classes followed a novel
curriculum (called ThinkerTools) for 14 weeks. The
curriculum had been designed to promote thinking in
the science classroom through a focus on a series of
seven scientific irvestigations (approximately 2 weeks
each). Each investigation incorporated a series of eval-
uation activities. In two of each teacher’s four classes,
these evaluation episodes took the form of a discussion
about what they liked and disliked about the topic. For
the other two classes, they engaged in a process of “re-
tlective assessment.” Through a series of small-group
and individual activities, the students were introduced
to the nine assessment criteria (each of which was as-
sessed on a 5-point scale) that the teacher would use
in evaluating their work, At the end of each episode
within an investigation, the students were asked to as-
sess their performance against two of the criteria. At
the end of the investigation, students had to assess their
performance against all nine. Whenever they assessed
themselves, they had to write a brief statement show-
ing which aspects of their work formed the basis for
their rating. At the end ol each investigation, students
presented their work to the class, and the students used
the criteria to give one another feedback.

Aswell as the studentis’ self-evaluations, the teachers
assessed each investigation, scoring both the quality ol
the presentation and the quality of the written report,
each being scored on a 1 to 5 scale. The possible score
on each of the seven investigations thereforc ranged
from 2 to 10. The mean project scores achieved by the
students in the two groups over the seven investigations
are summarized in Table 23.5, classified according to
their score on the basic skills test.

Table 23.5 Mean Project Scores for Students

Score on bhasic skills test

Group Low Intermediate High
Likes and dislikes 46 59 6.6
(control group)

Reflective assessment 6.7 7.2 7.4

{treatment group)

Note. The 95% confidence interval for each of these means is
approximately 0.5 either side of the mean.




- Two features are immediately apparent in these
“data. The first is that the mean scores are higher for
“the students doing reflective assessment, when com-
.pared with the likes-and-dislikes group—in other
words, all students improved their scores when they
-thought about what it was that counted as good work.
However, much more significantly, the difference
_between the “likes and dislikes” group and the “as-
essment” group was much greater for students with
‘weak basic skills. This suggests that, at least in part,
‘low achievement in mathematics is exacerbated by
‘students’ not understanding whatit is they are meant
“to be doing.

Although students clearly need to understand the
standards against which their work will be assessed,
he study by White and Frederiksen shows that the
“criteria themselves are only the starting point. At the
eginning, the words do not have the meaning for
‘the student that they have for the teacher. Just giv-
.ing “quality criteria” or “success criteria” to students
“will not work, unless students have a chance to see
.what this might mean in the context of their own
ork. Furthermore, as Stiggins (2001, pp. 314-322)
sointed out, there is a very real tension between task-
pecific and generic rubrics. Task-specific rubrics can
€ written in very clear language and thus can com-
‘piunicate accurately to students what is required, but
students need to come to grips with a new rubric for
ach task. Generic rubrics, on the other hand, can
pan a number of tasks but are unlikely to provide
‘clear guidance to a student about how to improve her
r-his work. Another weakness of task-specific rubrics
“is-that, by definition, they focus only on the qualities
eeded for the specific task and therefore may not
ontribute to more generalizable skills. Too much at-
“tention to one’s performance relative to a detailed ru-
“bric may, in fact, be counterproductive (Kohn, 2006).
For this reason, Arter and McTighe (2001) suggested
i that task-specific rubrics are more appropriate for
-summative assessment, where consistency of scoring
§: paramount, but that generic rubrics are more ap-
propriate for formative assessment, inasmuch they
“focus on qualities that transcend the immediate task
(for more on the characteristics of good rubrics, see
Relearning by Design, 2000).

ply to the use of rubrics for both summative and forma-
tive purposes, but if rubrics are to function formatively,
“additional considerations apply. Effective summative as-
- sessment requires those engaged in assessment to share
. the same construct of quality, and rubrics can play an
important role in promulgating common standards
" (Sadler, 1987). Effective formative assessment requires
the student to share the same construct:

‘All the features of good rubrics discussed above ':‘I;‘ N
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The indispensable conditions for improvementare that
the student comes to hold a concept of quality roughly
similar to that held by the teacher, is continuously able
to monitor the quality of what is being produced dur-
ing the act of production itself, and has a repertoire of
alternative moves or strategies from which to draw at
any given point. (Sadler, 1989, p. 121)

However, it is possible for a rubric to identfy ac-
curately different degrees of quality in a piece of work
without explicitly identifying the relationship between
the levels. Both a teacher and a student may be able
to identify that a particular piece of work merits a 4
on a six-point rubric, but be unclear about what needs
to be done to move the piece of work forward to a 5
or a 6, much in the same way as one can tell a softball
pitcher that she needs to lower her ERA or get her ris-
ing fast-ball to rise without having any idea how to ac-
complish this. For this reason, it is particularly helpful
for formative purposes if rubrics are longitudinal or
developmental, so that they are not just descriptions
of quality, but effectively anatomies of quality—identi-
fying the immediate steps that can be taken to begin
improvement.

In clarifying and sharing learning intentions and
success criteria with learners, it is also important to
be clear about whether the particular aspect of qual-
ity sought can be communicated with a rubric at all.
Some aspects of quality, such as whether calculations
are correct or whether diagrams are drawn in pencil
and labeled, can easily be set down in a rubric. On
the other hand, some features, such as whether an ap-
proach to a mathematical investigation is systematic
or not, cannot be so easily described. Using a term
like “Adopts a systematic approach” in a rubric may
look like a definition of quality, but it is unlikely to be
meaningful to those who do not aiready know what
it means to be systematic. In Michael Polanyi’s terms,
it is not a rule that can be easily put into effect but is
rather a maxim:

Maxims cannot be understood, still less applied
by anyone not already possessing a good practical
knowledge of the art. They derive their interest from
our appreciation of the art and cannot themselves ei-
‘ther replace or establish that appreciation. (Polanyi,
1958, p. 50) - S

In such situations, the best we can do is to help
students develop what Guy Claxton called a “nose for
quality” {(Claxton, 1995). Rubrics may have a role to
play in this process, as they did in the study by White
and Frederiksen. Rubrics were shared with students,
but the students were given time to think through,
in discussion with others, what this might mean in
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practice, applied to their own work. One should not
assume that the students will understand these right
away, but the criteria will provide a focus for negotat-
ing with students about what counts as quality in the
mathematics classroom.

Another way of helping students understand the
criteria for success is, before asking the students to
embark on (say) an investigation, to get them to look
at the work of other students (suitably anonymized)
on similar (although not, of course, the same) investi-
gations. In small groups, they can then be asked to de-
cide which pieces of students’ work are good investi-
gations, and why. It is not necessary, or even desirable,
for the students to come to firm conclusions and can
generate a definition of quality—what is crucial is that
they have an opportunity to explore notions of quality
for themselves. Spending time looking at other stu-
dents’ work, rather than producing their own work,
may seem like time off-task, but the evidence is that it
is a considerable benefit, particularly for students who
do not find mathematics easy to learn.

ACTIVATING STUDENTS AS OWNERS OF THEIR
OWN LEARNING

The power of getting students to take soine ownership
of their own work is shown very clearly in an experni-
ment by Fontana and Fernandez (1994). A group of
25 Portuguese primary school teachers met for 2 hours
each week over a 20-week period during which they
were trained in the use ol a structured approach to stu-
dent self-assessment. The approach to self-assessment
involved an exploratory component and a prescriptive
component. In the exploratory component, each day,
at a set time, students organized and carried out indi-
vidual plans of work, choosing tasks from a range of-
fered to them by the teacher, and had 10 evaluate their
performance against their plans once each week. The
progression within the exploratory component had two
strands—over the 20 weeks, the tasks and areas in which
the students worked were to take on the students’ own
ideas more and more, and secondly, the criteria that
the students used to assess themselves were to become
more objective and precise.

The prescriptive component took the form of a
series of activities, organized hierarchically, with the
choice of activity made by the teacher on the basis of
diagnostic assessments of the students. During the
first 2 weeks, children chose from a set of cavefully
structured tasks and were then asked to assess them-
selves. For the next 4 weeks, students constructed their
own mathematical problems following the patterns

of those used in weeks 1 and 2 and evaluated thei,
as before but were required to identify any problcin
they had, and whether they had sought appropria.
help from the teacher. Over the next 4 weeks, studc
were given further sets of learning objectives by (1
teacher and again had to devise problems, but nos
they were not given examples by the teacher. Finall:
in the last 10 weeks, students were allowed to set then
own learning objectives, to construct relevant matl
ematical problems, to select appropriate manipul.
tives, and to identify suitable self-assessments.

Another 20 teachers, matched in terms of aguc
qualifications, and experience, using the same cu;
riculum scheme, for the same amount of time, anil
receiving the same amount of professional develoy
ment, acted as a control group. The 354 students b
ing taught by the 25 teachers using self-assessmons
and the 313 students being taught by the 20 teachc:«
acting as a control group were each given the sam:
mathematics test at the beginning of the project, and
again at the end of the project 20 weeks later. Ove:
the course of the experiment, the scores of the st
dents taught by the control-group teachers improved
by 7.8 points. The scores of the students taught by the
teachers developing self-assessment improved by 10
points—almost twice as big an improvement. In othc:
words, the students participating in the self-assessmcni
learned in 20 weeks what the students in the control
group classrooms would take 40 weeks to learn—a
doubling of the rate of learning.

Whether the students in this study were able to as-
sess their own perforiance objectively is unclear, and in
general, such questions are a matter of heated debaic.
but very often the debate takes place at cross-purposcs
Opponents of self-assessment say that students can-
not possibly assess their own performance objectivel.
but this is an argument about the summative function
of self-assessment, which is beyond the scope of this
chapter. The focus here is whether activating students
as owners ol their own learning does, indeed, enhance
learning, and in this regard, concordance with other.
external judgments is a secondary concern. What mat-
ters is whether enhancing students’ engagement with
and ownership of their own learning enhances learn-
ing. For this to happen students have to be motivated
(literally, moved) to do so, but they also have 1o possess
the necessary cognitive resources.

The kev concept here is self-regulation (Boekaerts.
Maes, & Karoly, 2005), defined as “a multilevel, mul-
ticomponent process that targets affect, cognitions,
& actions, as well as features of the environment for
modulation in the service of one’s goals” (Boekaerts,
2006, p. 347). Put simply, students who lack self-regu-

lation skills are unlikely to be able to take control ol
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and guide their own learning (DeCorte, Verschaffel,
& Op’t Eynde, 2000). Inevitably, with such a broad
area, different researchers have emphasized different
aspects of self-regulation.

Winne (1996) emphasized the cognitive aspects
of this process, defining self-regulated learning as a
“metacognitively governed behavior wherein learners
adaptively regulate their use of cognitive tactics and
strategies in tasks” (p. 327). Others have observed that
many students appear to possess the necessary skills of
self-regulation but do not use them in classrooms {and
especially in mathematics classrooms), which suggests
that the problem in not a lack of skill, but rather a lack
of motvation or volition (Corno, 2001). Sill others
have argued for the integration of different perspec-
tives within sociocultural (Hickey & McCaslin, 2001;
McCaslin & Hickey, 2001) or social constructvist (Op’t
Eynde, DeCorte, & Verschaffel, 2001) perspectives.

These two broad areas—cognition and motiva-
tion—have been extremely fertile areas of inquiry
over the last quarter century or so, but unfortunately
most of the research undertaken has been firmly in
one area or the other (Wigfield, Eccles, & Rodriguez,
1998). As Sorrentino and Higgins (1986) pointed out
there has been an “almost total exclusion of motiva-
tion in research on cognition” (p. 3); Nisbett and Ross
(1980), in their influential book on human reasoning,
lamented psychology’s “inability to bridge the gap be-
tween cognition and behavior” (p. 11). Nevertheless,
to realize the potential for self-regulation to improve
learning, ways of bridging this gap must be found,
because, as Boekaerts (2006) showed, self-regulated
learning is both metacognitively governed and affec-
tively charged (p. 348).

In the next two sections, the research on cognition
and motivation will be briefly reviewed, focusing on the
aspects that are most relevant to the idea of activating
students as owners of their own learning. The implica-
tions of this research for using assessment to activate
students as owners of their own learning will then be
explored through the use of the dual-processing model
of self-regulation proposed by Boekaerts (2006).

Metacognition

It is perhaps not too much of an overstatement
to say that everyone agrees that metacognition is im-
portant, but no one can agree on what it is, at least in
a sufficiently precise definition to put into practice.
Even John Flavell, widely credited with inventing the
term, acknowledged that it was a “fuzzy concept” (Fla-
vell, 1981 p. 37). Literally, it is “beyond thinking” or
thinking about thinking. Flavell (1976) defined the
concept thus:
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“Metacognition” refers to one’s knowledge concern-
ing one’s own cognitive processes and products or
anything related to themn, e.g., the learning-relevant
properties of information and data. For example [ am
engaging in metacognition (metamemory, metalearn-
ing, metaattention, metalanguage, or whatever) if I
notice that I am having more trouble learning A than
B; if it strikes me that I should doublecheck C before
accepting it as a fact; if it occurs to me that I had better
scrutinise each and every alternative in any multiple-
choice type task situation before deciding which is the
best one; if I sense that [ had better make a note of D
because [ may forget it; if I think to ask someone about
E to see if I have it right. In any kind of cognitive trans-
action with the human or nonhuman environment,
a variety of information processing activities may go
on. Metacognition refers, among other things, to the
active monitoring and consequent regulation and or-
chestration of these processes in relation to the cogni-
tive objects or data on which they bear, usually in the
service of some concrete goal or objective. (p. 232)

It is thus an “umbrella term [that encompasses all]
knowledge and cognition about cognitive phenom-
ena” (Flavell, 1979, p. 906), including knowing what
one knows (metacognitive knowledge), what one can do
(metacognitive skills), and what one knows about one’s
own cognitive abilities (metacognitive experience). Kluwe
(1982, p. 202) broadened the term further, by includ-
ing knowledge about the thinking of others as well as
oneself. Brown (1987) identified “four historically sepa-
rate, but obviously interlinked, problems in psychology
that pertain to issues of metacognition” (p. 69):

¢ whether individuals can have access to their
own cognitive processes

* who or what is responsible for executive
control of cognition

* what is the role of self-regulation within
learning

¢ what is the role of regulation by others in
learning

although there is a continuing debate about whether
metacognition has to be a conscious process (Carr, Al-
exander, & Folds-Bennett, 1994).

Studies have repeatedly shown that students with
greater awareness of their own cognitive processes have
higher achievement (DeCorte, Verschaffel, & Op’t
Eynde, 2000), as do students who display more con-
scious self-regulation (see e.g., Stillman & Galbraith,
1998). Buter and Winne (1995) summarized the situ-
ation thus: “Theoreticians seem unanimous—the most
effective learners are self-regulating” (p. 245), but this
leaves unresolved the question of whether improving
metacognitive skills improves achievement, and this is
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where the lack of an agreed operational definition of
metacognition is most serious.

Many studies have shown that training students in
metacognitive strategies improves their performance
even in the early school years (e.g., Lodico, Ghatala,
Levin, Pressley, & Bell, 1983) and can also generalize
metacognitive strategies 10 new situations (see Hacker,
Dunlosky, & Graesser, 1998, for a review), but other
studies have failed to find benefits for metacognitive
training. For example, in a multilevel study of 444 sev-
enth grade students in 18 heterogeneous classrooms
in the Netherlands, Hoek, van den Eeden, and Terwel
(1999) found that the achievement of students trained
in metacognitive and social strategies simultaneously
was no greater than controls just told to work togeth-
er (although differences in two of the three outcome
measures were found in single-level models). Without
a clear operational definition of metacognidon, this
result is difficult to interpret. Those who advocate the
benefits of metacognitive training can just claim that
the unsuccessful efforts were not “real” metacognition.

Whatis clear is that many studies Aave found clear
benefits for metacognitive interventions in real class-
room selttings as well as laboracories. In the previous
edition of this Handbook, Schoenfeld (1992) reviewed
the research on metacognition with a specific focus
on the learning of mathematics, although most of the
studies available at that time had been conducted in
laboratory settings or in small-scale trials. Since then,
a series of studies have shown that training in self-eval-
uation improves student achievement in real setlings,
and across extended periods of time.

For example, Ross, Hogaboam-Gray, and Rol-
heiser (2002) reported on a study in which 12 fAfth-
and sixth-grade mathematics teachers were trained in
the promotion of systematic student self-evaluation,
and the performance of their students (N = 259) was
compared with students (N = 257) taught by teachers
who had not been so trained. After a 12-week period,
the swdents undertaking self-evaluation outscored
the other students bv 0.4 standard deviations on a
mathematics task.

Mevarech and her colleagues in Israel have dem-
onstrated that melacognitive training improves student
achieverment in a range of settngs, and across even lon-
ger periods of time. Their method is termed /MPROVE
after the initial letters of the key components:

Introducing the new concepts;

Metacognitive questioning in small groups;
Pracucing, Reviewing, and reducing difficulties;
Obtaining mastery; and

Verification and Enrichinent.

In one yearlong study 99 seventh-grade students
in three classrooms in Israel were taught using the IM-
PROVE method, and their performance was compared
with 148 students from five other classes (Mevarech &
Kramarski, 1997). Although the IMPROVE students
scored slightly lower than the control group students
on a prelest, they outscored controls on both an “In-
troduction to Algebra” test and on a test of mathemat-
cal reasoning. The standardized effect size d (Cohen,
1988) of the advantage for the IMPROVE students was
0.31 standard deviations for the “Introduction to al-
gebra” test and 0.44 standard deviations on the test of
mathematical reasoning. A second study involving 265
seventh graders found a similar result (4= 0.38).

Other studies found that the IMPROVE method
was more effective than just training in metacognitive
skills (Kramarski, Mevarech, & Lieberman, 2001) or
structured collaborative work (Kramarski, Mevarech, &
Arami, 2002), and the benefits extended (o both tra-
ditional measures of achievement and authentic tasks.
More recent work has established that achievement
gains are still present after 1 year and are larger for low-
er achieving students (Mevarech & Kramarski, 2003).

Another research program—~Cognitive Accelera-
tion in Mathematics Educaton or CAME (Adhami,
Johnson, & Shayer, 1998)—also aims to increase stu-
dent achievement in mathematics by attention to meta-
cognitive processes. Although it shares many features
with IMPROVE, the program seems (o make somewhat
greater demands on teachers and is therefore more dil-
ficult to implement than the IMPROVE project. Results
[rom 68 classrooms monitored over a 2-year period sug-
gest that the average increase in student achievement
was approximately 0.34 standard deviations (Adhami et
al., 1997), although the distribudon was trimodal, with
one peak around 0.8 standard deviations (almost all the
classes coming from one school), one peak around 0.5
standard deviations, and another at 0 (which appears
to be attributable to schools that did not implement
the program as intended).

Other cognitive-behavior interventions have
been reviewed bv Boekaerts and Corno (2005, pp.
213-221), but the lack of an adequate theorization
of metacognition makes comparing different inter-
ventions difficult, if not impossible. Nevertheless, the
results from IMPROVE, CAME, and similar interven-
tons suggest that metacognitive interventions can
have a substantial impact on student achievement in
mathematics. even if the design of such interventions
is currently more art than science. It is also no coinci-
dence that the most effective programs for developing
metacognitive skills are firmly rooted in specific do-
mains of knowledge (Bransford, Brown, & Cocking,
2000). However, just possessing the skills of being able



o monitor one’s own learning is not enough for stu-
dents to learn mathematics. They also have to want
10 do so, and, as any mathematics teacher is all oo
aware, this cannot be taken for granted.

Motivation and Learning

As Edward Deci (1996) noted, “Most people seem
1o think that the most effective motivation comes from
outside the person, that it is something that one skilful
person does to another” (p. 9), although there is sub-
stantial evidence that the situation is not that simple. In
their explanation of Self-Determination Theory (SDT),
Deci and Ryan (1985) distinguished between different
types ol motivation based on the different reasons or
goals that give rise to a particular action. “The most
hasic distinction is between intrinsic motivation, which
refers to doing something because it is inherendy inter-
esting or enjoyable, and extrinsic motivation, which re-
fers to doing something because it leads to a separable
oulcome” (Ryan & Deci, 2000, p. 55).

Because of its power to drive quality learning, the
notion of intrinsic motivation has heen extensively
studied, especially how the actions of teachers and
parents can build or undermine it (Connell & Well-
born, 1991; Ryan & Stdiller, 1991), and the basic dis-
tinction between intrinsic and extrinsic motivation
has held up pretty well. However, although the bene-
fits of intrinsic motivation are clear, it is far from clear
that extrinsic motivation is antithetical to learning.
For example, a meta-analysis of 61 studies that com-
pared a group receiving rewards with a group that did
not found that the effects were, on average, very small.
Unanticipated verbal rewards increased both auitudes
towards tasks and the time that participants chose to
spend on them. Anticipated rewards had no impact
on attitude but did reduce time spent on tasks, with
a much stronger effect when the reward was indepen-
dent of the quality of performance (Eisenberger &
Cameron, 1996). As Ryan and Deci (2000) themselves
pointed out, although intrinsic motivation is by defini-
tion autonomous, the fact that motivation is extrinsic
does not mean that the motivation is necessarily not
autonomous:

For example, a student who does his homework only
because he lears parental sanctious for not doing it is
extrinsically motivated because he is doing the work
in order to attain the separable ontcome of avoiding
sauctions. Similarly. a student who does the work be-
cause slie personally believes it is valnable for her cho-
sen career is also extrinsically niotivated because she
too is doing it for its instrnnental vahie rather than
just because she finds it interesting. (Ryan & Deci,
2000, p. 60)

——M
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In these wwo cases, ncither student is intrinsically
motivated, but the first is primarily just complying
with an external control, whereas the second has em-
braced the task and is working because she values the
goal. In other words, what controls the behavior of the
individual involves both whether the motivation itself
1s internal or external, and whether the value system
is internal or external.

When both are external, then behavior is exter-
nally regulated “by contingencies overtly external to
the individual” (Deci & Ryan, 1994, p. 6), whereas
introjected regulation “refers o behaviours that are
motivated by internal prods and pressures such as
self-esteem-relevant contingencies” (p. 6), such as the
student described above doing his homework under
threat of sanctions. Identified regulation “results when
a behaviour or regulation is adopted by the self as per-
sonally important or valuable™ (p. 6), as in the case
of the student doing the work for her career, whereas
integrated regulation “results from the integration of
identified values and regulations into one’s coher-
ent sense of self” (p. 6). These four types of extrinsic
motivation—external, introjected, identified, and in-
tegrated— form a continuum, in that their intercorre-
lations have been shown to conform to a simplex pat-
tern in which the largest intercorrelations are closest
to the leading diagonal (Ryan & Connell, 1989) and
50, together with intrinsic motivation and amotivation
(where the individual lacks any intention to act), pro-
vide a taxonomy of six kinds of motivation. Although
there is undoubtedlv a clear hierarchy in terms of the
degree of self-determination, this is clearly not a devel-
opmental continuum: A student may start out intrin-
sically motivated but maintain activity only because
of external sanctions or instrumental goals, whereas
someone may engage in an activity because of the re-
wards associated with it but then maintain the activ-
ity even when rewards are withdrawn (Eisenberger &
Cameron, 1996).

The research on internal and external drivers
ol motivation accounts well for a range of ohserved
student behaviors but pays relatively little attention
o why an individual learner might find something
interesting or not. Hidi and Harackiewicz (2000) de-
fined interestas “an interactive relation between an in-
dividual and certain aspects of his or her environment
(e.g., ohjects, events ideas), and is therefore content
specific” (p. 152) involving both cognitive and affec-
tive components. They pointed out that researchers
have placed different emphases on different aspects
of interest, with some focusing on specific stimuli
that focus attention that may or may not last (gener-
ally termed situational interest) whereas others have
focused on more stable motivational orientations



1082 W ASSESSMENT

or personal dispositions towards particular topics or
domains (termed individual or personal interest). As
Dewey (1913) noted, catching and holding student
interest are two very different things. Mitchell (1993)
found that it was possible to generate student inter-
est in mathematics through the use of group work,
puzzles, and computer-based activities, but that such
interest waned over time. In contrast, meaningtulness
and involvement in the tasks built interest that was
sustained over time.

The approach to motivation discussed above seeks
to examine motivation as a cause of engagement in
activity. This has been very powerful in understanding
why people and, in particular, students in mathemat-
ics classes do what they do. However, Csikszentmihalyi
(1990) turned this on its head by looking at motiva-
tion as an emergent property of the interaction between
the task in which the individual is engaged and the
competences that the individual brings o the task. In
this view, motivation is therefore not the cause, but the
consequence of engagement. When the task demand
is high and the skill levels is low, then the individual
experiences anxiety, whereas if the task demand is low
and the skill level is high, the individual experiences
boredom. But if the task demand is just at the limit of
the skill level, then the individual experiences “flow”:

A dancer describes how it fees when a performance
is going well: “Your concentration is very coniplete.
Yonr mind isn’t wandering, you are not thinking ol
something else; you are totally involved in what you
arc doing. ... Your energy is flowing very smnoothly.
You feel relaxed, comfortable and energetic.”

A rock cliinber describes how it feels when he is scal-
ing a mountaiu: “You are so involved in what you are
doing [that] you aren’t thinking of yourself as sepa-
rate from the iimmediate activity. ...You don’t see
vourself as separate from what you are doing.”

A mother who enjoys the time spent with her small
daughter: "Her reading is the one thiug she’s real-
ly into, and we read together. She reads to me and
1 read to her, and that's a time when 1 sort of lose
touch with the rest of the world, I'm totally absorbed
in what I'm doing.”

A chess player tells of plaving in a tournament:
“...the concentration is like breathing—you never
think of it. The roof could fall in and. if it missed
you, vou would be unaware of it.” (Csikszentmihalvi.
1990, pp. 53-54)

As well as the drivers of interest that Hidi and Har-
ackiewicz identified, therefore, it is also necessary to
attend to matching the level of demand to the skill of
the individual.

Of course, the research reviewed above represents
somewhat of a “counsel of perfection.” Ideally one
would want all students to be inuinsically motivated,
and o experience flow in their mathematcs class
rooms, but this is impossible to achieve in even the
best mathematics classrooms all the time. Researchers
therefore need to take account of why students do whai
they do even if they are not intrinsically motivated.

Eccles etal. (1983) identified four components ol
task value: attainment value, intrinsic value, utility val-
ue and cost. Attainment value refers to the value to an
individual of doing well on a task, particularly in terms
of confirming or disconfirming particular aspects of
one’s identty (see also Boaler, Wiliam, & Zevenber-
gen, 2000). Intrinsic value corresponds to the ideas ol
intrinsic motivation and flow discussed above. Utility
value encompasses the value of the task in terms ol
current and future goals, and is closely related to the
identified, introjected and external forms of regula-
tion described above. Finally, Eccles et al. (1983) em-
phasized the importance of a trade-off between the
perceived value (whether it is attainment value, intrin-
sic value, or udlity value) of a task and its cost. Cost
includes both the opportunity cost that attempting a
task might take, and also the negative consequences
such as performance anxiety, risk to one’s view of self
if unsuccessful, and so on.

The goals that students actually pursue in math-
ematics classrooms will therefore depend on a com-
plex calculus of cost and benefit. Bandura (1986) and
Schunk (1990, 1991) have shown that students arc
more motvated o reach goals that are specific, within
reach, and offer some degree of challenge, but more
recently, researchers have focused on broader issues,
and in particular whether the student’s primary orien-
tation is towards mastery or performance. Ames (1992)
defined an achievement goal as follows:

An achievement goal concerns the purposes of achieve-
mnent behavior. It defines an integrated pauern of be-
liefs, attributions, and affect that produces the inten-
tions of behavior and that is represented by different
ways of approaching, engaging in, and responding to
achievement activities. (p. 261)

Mastery achievement goals are those related to the
acquisition of new skills or increasing the level of com-
petence, whereas performance achievement goals arc
those that are related to the level of performance onc
is able to produce. Students with mastery goals seek to
increase their level of competence, whereas those with
performance goals are motivated either to show what
they can do (perfonmance approach goals) or to avoid
failing (performance avoidance goals). Although mas-



1cry goals are clearly beneficial and performance-avoid-
ance goals are clearly detrimental to learning, there is
still much debate about the usefulness of performance-
approach goals. In a study of a 5week elementary
school math unit, Linnenbrink (2005) found that a
combined approach, emphasizing mastery goals within
small groups but emphasizing performance goals be-
iween groups produced the highest achievement, pro-
vided the competition between groups was focused on
relative improvement amongst the groups (sec also the
dliscussion on Activating Students as Instructional Resources
Jor One Another below).

Whether students choose to pursue mastery or per-
formance goals depends, of course, on a range of fac-
tors, including the students’ beliefs about the likelihood
of success, and this, in turn, is influenced by students’
ideas aboul the causes of success in school. Through an
cxtensive research program going back over a quarter
of a century, involving questionnaires and interviews
with thousands of students, Dweck (2000) has shown
that there are substantial differences between swudents
in their beliels about the causes of success and failure
in the classroom. Two dimensions appear to be particu-
larly important. The Qistis personalization: whether suc-
cess is due to internal factors (such as one’s own perfor-
mance) or external factors (such as getting a lenient or
severe grader). The second is stability: whether success
is due to stable factors (such as one’s ability) or unstable
{factors (such as effort or luck).

Dweck and others have found that many if not most
students attribute success and failure dilferenty. So for
cxample, the student who says “I got an A” but “She
gave me a C” is atwibuting success internally but attrib-
uting failure extcrnallv. In fact many studies have found
that boys are more likely to attribute their successes to
internal, stable causes (such as ability) and their fail-
ures to external, unstable causes (such as bad luck or
hostile teachers). This would certainly explain the high
degree ol conhidence with which many boys approach
tests or examinations for which they are completely un-
prepared (the important question for such students is
not “Have I thoroughly reviewed the material for this
test?” but “Do 1 feel lucky today?™). More controversial-
ly, the same research suggests that girls attribute their
successes to internal unstable causes (such as effort)
and their failures 1o internal stable causes (such as lack
of ability), leading o what has been termed le«rned fielp-
lessness (Dweck, 2000). What is clear is that the most
adaptive beliefs are that both success and failure are
attributable to internal, unstable causes: “it's down to
vou, and you can do something about it.” This is why
the strategy of Clarifying and Sharing Learning Intentions
and Success Criteria with Learners discussed above is so
important. When students are clear about the criteria
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for success, they are more likely to attribute success and
failure (o internal unstable causes.

In the 1970s and 1980s, efforts to raise the confi-
dence of students that they could achieve in mathemat-
ics focused on self-esteem as a critical factor, but Bandu-
ra (1977) has convincingly argued that self-efficacy—a
generative capacity to carry one’s plans through to com-
pletion—is a far more useful focus of inquiry. Students’
expectations about their likelihood of success strongly
influence their decisions about which tasks Lo attempt.
how much effort to expend, and their persistence in
the face of difficulties (Bandura, 1997), and increasing
students’ self-efficacy has been shown to increase per-
formance in mathematics. Indeed, it appears that self-
efficacy may be more important in mathematics than in
anv other school subject (Pajares, 1996, p. 555).

Students’ decisions about whether o pursue
mastery or performance goals are also influenced
by teachers’ practices. In a study of 1571 students in
84 mathematics classrooms from 5th to 12th-grade
Dcevers (2006) used hierarchical linear modeling to
explore the relationship between teachers’ formative
assessment practices and student attitudes and beliefs
about mathematics. He found that although students’
self-efficacy beliefs and motivation to learn declined
steadily from 5th to 12th grade, students provided with
positive constructive feedback were more likely to dis-
play mastery ovientation, even though teachers gave
less of this kind of feedback as students got older.

Closely related to the work on self-efficacy and goal
ornlentation are studies undertaken by Carol Dweck and
her colleagues into student perceptions and beliefs
aboul the nature of ability in school (see Dweck, 2000,
for a comprehensive summary of this work). Dweck
and Leggatt (1986) showed that many students believe
that ability is fixed: There are smart people and not-
so-smart people. Students holding this “entity” view of
ability are likely to adopt a performance orientation to
challenging tasks that are set for them. If they are con-
fident in their ability to achieve what is asked of them,
then they will attempt the task. However, if their confi-
dence in their ability to carry out their task is low, then,
unless they belicve that the task is so hard that no one
is expected to succeed, they will avoid the challenge.
In short, these students are deciding that they would
rather be thought lazy than dumb.

In contrast other students see ability as incremen-
tal. They see challenging tasks as chances to learn—to
get smarter—and therelore in the face of failure will
try harder (Mayer, Turner, & Spencer, 1997). What is
perhaps most important here is that these views of abil-
ity are generally not global—the same students often
believe that ahility in mathematics is fixed, while at
the same time they belicve that ability in, for example,
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athletics is incremental, in that the more one trains,
the more one’s ability increases. The crucial thing,
therefore, is that teachers inculcate in their students a
belief that ability is incremental rather than fixed. Do-
ing so would be advantageous even if it were untrue,
because the consequences would be so beneficial, but,
as was discussed in the section on Eliciting Evidence
above, there is overwhelming evidence that “smart 1s
not something you are; it’s something you get.”

Integrating Motivational and Cognitive
Perspectives

A number of ways of bringing together the motu-
vational and cognitive perspectives on self-regulation
have been proposed. One of the most promising is the
dual processing theory developed by Boekaerts (1993).
In the model,

It is assumed that students who are invited to participate
in a learning activity use three sources of information to
form a mental representation of the task-in-context and
to appraise it: (1) current perceptions of the task and the
physical, soctal, and instructional context within which
it is embedded; (2) activated domain-specific knowledge
and (meta)cognitive strategies related to the task: and (3)
motivational beliefs, including domain-specific capacity,
interest and effort beliefs. (Boekaerts, 2006, p. 349)

As a result of the appraisal of the task, the stu-
dent begins to act along one of two pathways. If the
task appraisal is positive, the student “crosses the Ru-
bicon” (Winne, 2005, pp. 234-236) and begins activ-
ity along the “growth pathway” where the goal is to
increase competence. In this case, the self-regulation
is top-down in that the flow of energy is directed by the
student. If, on the other hand, the task appraisal is
negative, attention shifts away from the learning task
and towards the well-being pathway. The student then
hecomes focused on self-appraisal rather than task ap-
praisal, concentrating on preventing threat, harm or
loss. This form of self-regulation is termed bottom-up by
Boekaerts because it is triggered by cues in the envi-
ronment, rather than by learning goals. Such bottom-
up regulation is not necessarily negative, because by
attending to the well-being pathway, the student may
find a way to restore well-being, thus allowing a shift of
energy and attention back to the growth pathway.

An important feature of the dual regulation
model is that it hypothesizes that the balance between
top-down and bottom-up pathways of regulation 1is
dynamic, rather than being a dispositonal feature of
an individual student. Experimental support {or this
hypothesis was provided by a series of studies summa-
rized in Boekaerts (2001, pp. 24-26) in which it was

found that there was no direct link between domain-
specific motivational beliefs and learning intention
in any of the mathematics classrooms they studied.
Rather, students’ decisions about whether to invest
effort in a mathematics assigninent depended largely
on their appraisal of the specific mathematics task in
front of them. There is also evidence that interprea-
tions of assessment outcomes from friends and par-
ents mediate the relationship between the assessment
outcomes themselves and how they impact students
beliefs (Ross, Rolheiser, & Hogaboam-Gray, 2002).

The dual-processing model allows one to relate
the various perspectives on cognition and motivation
and learning described above. To simplify somewhat,
students who are personally, as opposed to situation-
ally, interested in a task are likely to engage in activ-
ity along the growth pathway, although for students
who are not personally interested in a task, a range of
factors related to the task-in-context may spark situ-
ational interest, thus also triggering activity along the
growth pathway. Where personal interest is not the
main driver of attention, more concern will be given
to considerations of task value versus cost. The integrat-
ed and identified forms of regulation defined by Deci
and Ryan are related to activity along the growth path-
way, whereas external or introjected forms of regulation
are related 1o activity along the well-being pathway.
Students who display mastery orientation are activating
the growth pathway, and those displaying performance
orientation are activating the well-being pathway.

Self-efficacy beliefs can drive progress along either
pathway. Along the growth pathway, sel(-efficacy drives
adaptive (meta)cognitive strategy use, whereas along
the well-being pathway, self-efficacy beliefs are likely to
steer the learner away from performance-avoidance goals
and towards performance-approach goals. Similarly views
of ability as incremental help the learner stay on the
growth pathway, whereas entity views of ability direct
activity towards the well-being pathway, where details
of the task-in-context, appraised in the light of views
of personal capability, will influence decisions about
whether to engage in the task.

This extended discussion of the research on meta-
cognition, motivation, and beliefs may seem distant from
the central theme of this chapter, but an understanding
of these issues is essential in developing an understand-
ing of the role of assessmentin learning. Adaptive adjust-
ments to instruction are necessary (0 maximize learning,
so assessment is an essential part of learning, but assess-
ment processes themselves impact the learner’s willing-
ness, desire, and capacity to learn (Harlen & Deakin-
Crick, 2002). The research reviewed briefly above shows
clearly that practices ostensibly designed to support
learning actually prevent it from taking place (recall that




the research reviewed by Kluger and DeNisi, 1996, dis-
cussed above showed that in 38% of rigorously designed
and conducted studies, feedback designed to improve
performance actually had the opposite effect).

Although many issues are still unresolved, and a full
theoretical synthesis of all the research perspectives is
some way off if it is even possible, the existing research
on cognition and motivation paints a reasonably coher-
ent picture and provides strong guidance on the design
of classroom assessment environments (Brookhart,
1997) that can activate students as owners of their own
learning. Feedback to learners should focus on what
they need to do to improve, rather than on how well
they have done, and should avoid comparison with oth-
ers. Students who are used to having every piece of work
scored or graded will resist this (see, e.g., Smith and Go-
rard, 2005), wanting to know whether a particular piece
of work is good or not, and in some cases, depending on
the situation, the teacher may need to go along with this.
In the long term, however, it seems that teachers should
aim to reduce the amount of ego-involving feedback
given to learners (and with new entrants to the school,
-perhaps not begin the process at all) and focus on the
student’s learning needs (Kohn, 1999). Furthermore,
feedback should not just tell students to work harder
or be “more systematic’—the feedback should contain
. arecipe for future action, for otherwise it is not forma-
‘tive. Finally, feedback should be designed so as to lead all
“students to believe that ability—even in mathematics—is
incremental. In other words the more students “train” at
mathematics, the smarter they get.

Although there is a clear set of priorities for the
development of feedback, there is no “one right way”
to do this. The feedback routines in each class will
need to be thoroughly integrated into the daily work
of the class, and so they will look slightly different
in every classroom. This means that no one can tell
teachers how this should be done—it will be a matter
for each teacher to work out how to incorporate some
-of these ideas into her or his own practice.

ACTIVATING STUDENTS AS INSTRUCTIONAL
' RESOURCES FOR ONE ANOTHER

 AsSlavin, Hurley, and Chamberlain (2003) noted, “Re-
search on cooperative learning is one of the greatest
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success stories in the history of educational research”
(p. 177). However, despite the vastamount of research
that has been done in this area and the consensus that
cooperative learning does increase student achieve-
ment, there is much less agreement on why coopera-
tive learning is effective. Slavin et al. (2003) suggested
that there are four major theoretical perspectives on
cooperative learning and its effects on achievement.

"Two of the perspectives—the motivational perspective
and the social cohesion perspective—focus on the role of
motivation. Adherents of the motivational perspective
hold thatstudents help their peers to learn because itis in
their own interests to do so; the only way they can achieve
their personal goals is to ensure that all the individuals in
the group are successful. In contrast, theorists within the
social cohesion perspective propose that students help
their peers because they care about the group. In both of
these perspectives, increased student achievement comes
primarily from increased motivation and effort.

The other two perspectives—the developmental per-
spective and the cognitive elaboration perspective—em-
phasize the idea that increased learning in cooperative
groups stems from the increased cognitive engagement
produced in small groups. Empirical work in these two
perspectives tends not to emphasize the importance of
group goals, which are the hallmark of the motivational
perspective, nor the building of team spirit, as required
in the social cohesion perspective. Indeed, many writers
in this tradition, such as Damon (1984), have explicitly
rejected the idea that extrinsic incentives are important
in group learning situations (p. 337).

The developmental perspective- draws strongly
on the work of Piaget and Vygotsky, and in particular
the latter, although as Shayer (2003) noted, the differ-
ences between these two are much less than is often
assumed. The starting point for much of this work is
Vygotsky’s definition of the zone of proximal development
(zpd) as “the distance between the actual develop-
mental level as determined by independent problem
solving and the level of potential development as de-
termined through problem solving under adult guid-
ance or in collaboration with more capable peers”
(Vygotsky, 1978, p. 86).> Research in the developmen-
tal perspective emphasizes the role of more advanced
peers in guiding the learning of others.

__ The fourth perspective—the cognitive elabora- .

tion perspective—like the developmental perspective,

locates the benefit of cooperative learning in the in-

* As Chaiklin (2003) made clear, in reading Vygotsky, it is important to understand the cultural and historical context of his work, and
in particular, Vygotsky’s attempt to distinguish between learning and development. For Vygotsky, development requires changes in the
psychological functions that the child can deploy, whereas learning does not. The zone of proximal development (zpd) is not, therefore,
Just a way of describing what a student can do with support—that could just be learning. Rather the zpd is a description of the maturing

- psychological functions rather than those that already exist, and a focus in instruction on the maturing psychological functions is most
likely to produce a transition to the next developmental level.
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teraction between students rather than in the motiva-
tion for engagement. However, whereas the develop-
mental perspectve predicts benefits for the recipient
of the support, the cognitive elaboration perspective
emphasizes that providers of supportalso benefit.

Of course, none of these perspeclives is contra-
dictory. Slavin et al. (2003) suggested a logic model in
which group goals lead to both an increased personal
motivation to learn as well as a motivation to ensurc
one’s group-mates also learn. This in turn vields peer
assessment and correction, with elaborated explana-
tons and peer modeling, resulting in enhanced learn-
ing. However, although the {four perspectives may be
complementary, there are marked differences in the
degree of empirical support for each.

Slavin (1995) reviewed studies of cooperative
learning in elementary and secondary schools and
found 99 that involved interventions of at least 4
weeks™duration in which the performance of students
involved in cooperative learning was compared with
students who were not. Of the 64 studies that provid-
ed group rewards that were contingent on the aggre-
gate of the learning of individual members, more than
75% (50 out of 64) found significant positive effects
on learning, and in none of the 64 studies was the ef-
fect of cooperative learning negative. The median el-
[ect size in these studies was 0.32 standard deviations,
compared with a median effectsize o 0.07 in the stud-
ies where there were no group rewards or where the
group rewards were based on a single group product.

In reviewing the available research on interven-
tons designed 10 increase social cohesion, Slavin
(1995) concluded thatinterventions thatare designed
Lo increase social cohesion but do not provide rewards
based on the learning of all group members are no
more effective than tradidonal instruction.

Areview of 17 studies looking at the effects of peer
interaction on the learning of mathematics, ranging
from 2nd grade to 11th grade (Webb, 1991), found
that those who provided help benefited little when
this help was in the form of answers, procedural infor-
mation, or managerial information. However, when
the feedback was in the form of elaborated explana-
tions, those providing help benefited substantially.
The median partial correlation between giving help
in the form ol elaborated explanatons and achieve-
ment in mathematics, across the 10 studies on which
the relevant information was available, was 0.27. In
other words, a 1 standard deviation increase in giving
elaborated help resulted in a 0.27 increase in achieve-
ment for the help-giver even after controlling for abil-
itv. The same study also found a strong negative effect
ol approximately the same magnitude for students
who asked for help but were given only the answer.

The fact that these results were similar across topics
and grades suggests that they are likely to generalize
to a variety of mathematics classrooms.

Perhaps surprisingly, the effect of peer ttoring
can be almost as strong as one-10-one instruction from
a teacher and can be stronger than small-group in-
struction from a teacher, although some studies have
found a strong correlation between the mathematical
ability of the student giving help, the quality of expla-
nation given, and the amount of learning that results
(Fuchs et al., 1996). In a study by Shacter (2000) 109
students drawn from one fourth-grade classroom,
one-fifth grade classroom and three combined fifth-
and sixth-grade classrooms were randomly assigned to
one of four treatments: teacherstudent dyad, student-
student dyad, same-age peer group with a teacher, and
same-age peer group without a teacher. Compared
with studentstudent pairs, the highest achievement
was found in teacherstudent pairs (standardized ef-
fect size of 0.53, (.86, and 0.55 on concept mapping,
essay, and declarative knowledge respectively), but the
achievement of students in studentled groups was al-
most as high (eftect sizes 0.50, 0.57, and 0.30), and on
average higher than the achievement in teacherled
groups (0.33, 0.67, 0.14). These eflects may appear to
be larger than some of the results reported above, but
the measures in this study were much more sensitive
Lo instruction than is typical for standardized tests.

In fact studies that have explored the effects of
group rewards in combination with other interven-
tions have consistently concluded that the “active
ingredient” is the establishment of group goals and
individual accountability. Fantuzzo, King, and Heller
(1992) compared the eltects of reward and structure
in the context of reciprocal peer teaching in niathe-
matics. In one group, pairs of students were rewarded
with a choice of acuvities if the sum of their scores
on a test exceeded a threshold set by the teacher (re-
ward only). In a second group students were trained
in a structured method for wtutoring each other, tak-
ing turns to be tutor and tutee (structure only). A
third group of students received both interventions
(reward + structure) while a fourth received neither
(control). The results showed that reward had a great-
er effect on mathematics achievement than structure,
but the combined effect was greater still. In another
study (Fantuzzo, Davis. & Ginsburg, 1995), 72 fourth-
and filth-grade students in urban schools evidencing
difficulties in mathematics were assigned randomly
to one of three treauments. One-third of the students
received a home-based parental involvement pro-
gram, one third of the students received the parental
involvement together with a reciprocal peer-tutoring
intervenuon, and one third of the students were as-




signed to a control group where they just practiced
work on which thev were having difficulties. Students
cngaged in both reciprocal peer teaching and paren-
tal involvement were more confident and had higher
mathematics achievement (on both classroom assess-
ments and standardized tests) than either of the other
tWO groups.

However, despite the clarity of the research evi-
dence about the importance of group goals and indi-
vidual accountability, it appears that although teachers
acknowledge the importance of collaborative learn-
ing, few implement it in a way that the research sug-
gests would be necessary for it to be effective. Antil,
Jenkins, Wayne, and Vadasy (1998) surveved 85 ele-
mentary school teachers in two districts, and although
93% of the teachers said they employed collaborative
learning, follow-up interviews with 21 of the teachers
showed that only 5 teachers implemented collabora-
tive learning in such a way as to create group goals
together with individual accountability. Furthermore,
only 1 of the 21 teachers implemented collabora-
tive learning that satisfied the more complex criteria
proposed by Cohen (1994): open-ended tasks that
emphasize higher order thinking, group tasks that re-
quire input from other members, multple tasks relat-
ed to a central intellectual theme, and roles assigned
to different group members. Whatever the research
says about the benefits of peer collaboration, it seems
to be more difficult for teachers to implement than
would alt first appear.

Whether cooperative learning is more effective
for some subgroups of students than others is still a
matter of some debate. Although some studies have
found greater effects for higher attaining students
(e.g., Stevens & Slavin, 1995), others have found more
significant cffects for lower-attaining students (e.g.,
Boaler, 2002). Slavin et al. (2003) concluded that
most intervenuons appear (o benefit high, medium,
and low achievers equally. There is, however, evidence
that cooperative learning interventions are particular-
ly beneficial for students of color. A meta-analysis of
37 studies on the cffects of small-group collaborative
learning on achievement in postsecondary science,
mathematics, engineering, and technology (Springer,
Stanne, & Donovan, 1999) found a mean effect size
of 0.51, with similar impact on persistence (d = 0.46)
and attitudes (d = 0.55). The effects were larger for
groups that were held outside class time (d = 0.65)
than [or those held inside class time (d = (0.44), and
larger in 4-year colleges (d=0.54) than Z-year col-
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leges (d = 0.21). The effect sizes on achievement were
also larger for groups of African-American and La-
tina/o students (d =0.76) than for white (d =0.46)
or heterogeneous groups (d =0.42). The particular
value of collaborative learning environments for Af-
rican-American students has also been emphasized by
Boykin and his colleagues (Boykin, Coleman, Lilja, &
Tvler, 2004; Boykin, Lilja, & Tyler, 2004).

THE REGULATION OF LEARNING

The preceding sections have discussed in some detail
the five key strategies of assessment for learning:

* (Claritying and sharing learning intentions and
criteria for success;

* Engineering effective classroom discussions,
questions, and learning tasks that elicit
evidence of learning;

* Providing feedback that moves learners
forward;

* Acuvating students as instructional resources
for one another; and

* Acuvating students as owners of their own
learning.

These five strategies can be integrated within a
more general theoretical framework of the regulation
of learning processes as suggested by Perrenoud (1991,
1998).* Within such a framework, the actions of the
teacher, the learners, and the context of the class-
room are all evaluated with respect to the extent (o
which they contribute (o guiding the learning towards
the intended goal. In some environments, the respon-
sibility for regulating learning, or “keeping learning
on track” is with the teacher, in some it is with the stu-
dent, and in some itis shared (see Vermunt, 2003, for
a classification of different kinds of learning environ-
ments in terms of the responsibility for regulation).

From this perspective, the task of the teacher is
not necessarily to teach, but to create situations in
which students learn. This focus emphasizes what it
is that students learn, rather than what teachers do,
although in an accountability-driven culture, itis hard
o maintain this focus. One rather startling example
of this is provided by a study of teachers being trained
in teaching problem-solving skills o their students
that was undertaken by Deci, Speigel, Ryan, Koestner,
and Kauffman (1982). Participating teachers were

' In English, the noun regulation has two meanings: one refers to the act of regulating and the other to a rule or law to govern conduct, and
so, although the former sense is intended here, the word has the unfortunate connotation of the second. In French, the two senses have
separate terms (régulation and réglement) and so the problem does not arise.

15—




1088 W ASSESSMENT

randomly allocated to one of two groups, and both
groups were introduced to the important ideas about
teaching problem-solving. In both groups teachers
were given time to practice the problems and were
given both a list of useful hints and the actual solu-
tions to all the problems. The only difference bewween
the two groups was that at the end of the training ses-
sion, one additional statement was made to the teach-
ers in one group: “Remember, it is your responsibility
as a teacher to make sure your students perform up to
high standards.” Subsequent analysis of recordings of
the lessons of the teachers who had been told about
the importance of performing up to high standards
spent twice as much ume talking during the teaching
session as the other teachers and made three times as
many directives and three umes as many controlling
statements (e.g., words like should and snust).

Obviously, regulating or controlling the activities
in which students engage is only indirectly related to
the learning that results (Clarke, 2001) and vet teach-
ers appear to find it difficult to shift from planning ac-
tivities to planning learning (Franke, Fennema, & Car-
penter, 1997). This is especially evident in interviews
before lessons in which teachers focus much more on
the planned activities than on the resulting learning
(e.g., “I'm going to have them do X”). In a way, this is
inevitable, because only the activities can be manipui-
lated directly. Nevertheless, in teachers who have de-
veloped their formative assessment practices, there is
clearly a strong shift in emphasis away from regulating
the activities in which students engage, and towards
the learning that results (Black et al., 2003). Indeed,
from such a perspective, even to describe the task of
the teacher as teaching is misleading, since it is rather
to “engineer” situations in which student learn.

However, in this context, it is important o note
that the engineering of learning environments does not
guarantee that the learning is proceeding in fruitful
ways. Many visual-arts classrooms are productive, in that
they do lead to significant learning on the part of stu-
dents, but what any given student might learn is im-
possible o predict. An emphasis on the regulation of
learning processes entails ensuring that the learning
that is taking place is as intended.

When the learning environment is well regulated,
much of the reguladon is proactive, through the set-
ting up of didactical situations (Brousseau, 1997). The
regulation can be unmediated within such didactical
situations when, for example, a teacher “does not in-
lervene in person, but puts in place a ‘metacognitive
culture’, mutual forms of teaching and the organiza-
tion of regulation of learning processes run by tech-
nologies or incorporated into classroom organization
and management” (Perrenoud, 1998, p. 100). For

example, a teacher’s decision to use realistic contexts
in the mathematics classroom can provide a source
of proactive regulation, because then students can
determine the reasonableness of their answers. If stu-
dents calculate that the average cost per slice of pizza
(say) is $200, provided they are genuinely engaged in
the activity, they will know that this solution is unrea-
sonable, and so the use of realistic settings provides a
self-checking mechanism. They are able to keep their
lcarning on track themselves, rather than requiring
a teacher’s intervention, because they arc “metacog-
nitively, motivationally, and behaviorally active par-
ticipants in their own learning process” (Zimmerman.
1986, p. 308).

On the other hand, the didactical situation may be
set up so that the regulation is achieved through the
mediation of the teacher or peers. McCaslin and Good
(1996) proposed the term co-requlation to describe

the process by which the social instructional environ-
ment supports or scaffolds the individual via her re-
lationships within the classroom, relationships with
teachiers and peers, objects and setting, and ultimately
the seif. Internalization of these supportive relation-
ships empowers the individual o seek new challenges
within co-regulated support. (p. 660)

The teacher, in planning the lesson, can create
questions, prompts or activities that evoke responses
from the students that the teacher can use o deter-
mine the progress of the learning (such as the “hinge-
point” questions described above) and, if necessary,
to make adjustments to the instruction. Examples of
such questions are, “1s calculus exact or approximate?”
or “Would your mass be the same on the moon?” (In
this context it is worth noting that each of these ques-
uons is “closed” in that there is only one correct re-
sponse—their value is that although they are closed,
each question is focused on a specific conception.) In
classroom discussion, through careful scaffolding of
student discussion, teachers can help their students
develop the skills of self-regulation (Maver & Turn-
er, 2002), especially through the establishment and
maintenance of sociomathematical norms (Yackel &
Cobb, 1996) allowing students to support one anoth-
er’s learning in appropriate ways (McClain & Cobb,
2001; Ross, 1995).

Thoughtful upstream planning (before the lesson)
therefore creates, downstream (during the lesson),
the possibility that the learning activities may change
course in the light of the students’ responses. These
moments of contingeney—points in the instructional se-
quence when the instruction can proceed in different
directions according to the responses of the student—
are at the heart of the regulation of learning.




These moments arise continuously in whole-class
teaching, where teachers constantly have to make sense
ol students’ responses, interpreting them in terms of
lecarning needs and making appropnate responses.
But they also arise when the teacher circulates around
the classroom, looking at individual students’ work,
observing the extent to which the students are on
track. In most teaching of mathematics, the regulation
of learning will be relatively tight, so that the teacher
will attempt to “bring into line” all learners who are
not heading towards the particular goal sought by the
teacher—in these topics, the goal of learning is gen-
crally both highly specific and common to all the stu-
dents in a class. In contrast, when the class is doing an
investigation, the regulation will be much looser. Rath-
er than a single goal, there is likely to be a broad /lori-
zon of appropriate goals (Marshall, 2004}, all of which
are acceptable, and the teacher will intervene to bring
the learners into line only when the trajectory of the
learner is radically different from that intended by the
teacher. In this context, it is worth noting that there are
significant cultural differences in how to use this infor-
mation. In the United States, the teacher will typically
intervene with individual students where they appear
not to be on track whereas in Japan, the teacher is far
more likely to observe all the students carefully, while
walking round the class and then will select some major
issues for discussion with the whole class. This is consis-
tent with what Bromme and Steinbring (1994) discov-
ered in their expert-novice analysis of two mathematics
teachers: The novice teacher tended to treat students’
questions as being from individual learners, whereas
the expert teacher’s responses tended to be directed
more to a “collective student.”

One of the features that makes a lesson formative,
then, is that the lesson can change course in the light
of evidence about the progress of learning. This is in
stark contrast to the traditional pattern of classroom
interaction, exemplified by the following extract:

“Yesterday we talked abour triangles. and we had a
special name for triangles with three sides the same.
Anyone remember what it wasz . . . Begins with E . ..
equi-..."

In terms of [ormative assessment, there are two
salient points about such an exchange. First, little is
contingent on the responses of the students, except
how long it takes Lo get on to the next part of the
teacher’s script, so there is little scope for downstream
regulaton. The teacher is interested only in getting
to the word equilateral in order that she can move on,
and so all incorrect answers are treated as equivalent.
The only information that the teacher extracts [rom
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the students’ responses is whether they can recall the
word equilateral.

The second point is that the situation that the teach-
er set up in the first place—the question she chose to
ask—nhas litde potenual for providing the teacher with
useful information about the students’ thinking, except,
possibly, whether the students can recall the word equilai-
eral. This is typical in situations where the questions that
the teacher uses in whole-class interaction have not been
prepared in advance (in other words, when there is little
Or no proactive or upstreamn regulation).

In contrast, the vignettes of mathematics teaching
given by Kilpatrick et al. (2001) show how exemplary
teachers actually design these teachable moments
into their lessons: “Mr. Hernandez and Ms. Kaye have
each designed the lesson to afford them critical infor-
mation about their students’ progress. The tasks they
frame create a strategic space [or students’ work and
for gaining insights into students’ thinking” (p. 349).
Similar considerations apply when the teacher collects
the students’ notebooks and attempts to give helpful
feedback to the students in the form of comments
on how to improve rather than grades or percentage
scores. If sufficient attention has not been given up-
stream to the design of the tasks given to the students,
then the teacher mav find that she has nothing use-
ful to say to the students. ldeally, from examining the
students’ responses to the task, the teacher would be
able to judge (a) how to help the learners learn bet-
ter and (b) what she might do to improve the teach-
ing of this topic. In this way, the assessment could be
formative for the students, through the feedback she
provides, and formative for the teacher herself, in that
appropriate analysis of the students’ responses might
suggest how the lesson could be improved.

As a concrete illustration of these ideas in action,
consider the following account from a research proj-
ect (Lyon, Leahy, Morris, & Thompson, 2005) of a
teacher who was working through a task entitled “Up,
Up and Away” (Marquez & Boxley, 2003). The task
requires students to complete a table and a graph for
a weather balloon that rises at a rate of 8 feet per sec-
ond. The students are then given a graph of a flare
that was set off 2 seconds after the weather balloon
and asked three questions:

1. What is the maximum height, in feet, that the
flare reaches?

2. From the time the flare is set off, how
many seconds will the flare take to reach its
maximum height?

3. What is the average speed of the flare, in fect
per second, from the ground to its highest
point from the ground?

—
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This particular class began to work in groups when
the graph of the flare was introduced. The teacher
said o the class, “I'm hearing some problems, especially for
the third part. Wrile your answers to the first part on the dry
erase.” All the answers held up by the students were
correct. The teacher then asked the students to hold
up their answers to the second question. She said, “We
have 3 different answers: 3, 4, and 5 seconds. It hils the
maximum al what time?” One student answered, “5 sec-
onds.” The teacher asked, “And starts at?” A student
said, “2 seconds.”

The teacher asked the students 1o hold up their
answers for the third question and saw that there
were still different answers. She said, “We have different
answers. We are going tv look at a different problem”. She
then took the students through a similar activity, again
looking at average speed, but this time in the context
of car journeys where speed was measured in miles
per hour. After some discussion, students showed,
again by displaying their answers on dry-erase boards,
that they understood how to calculate from a distance-
time graph the average speed over a specified time
interval of a body moving at nonconstant speed.

The students then resumed work on the “Up, Up,
and Away” task. After a few moments the teacher asked
the groups to hold up their new answers to the third
question. Almost all the posted answers were correct,
so the teacher asked “If the average speed is 48 feel per
second does that mean that the flare is always traveling at
that speed?” The students answered, “To have a constant
speed the graph would be a straight line. In the post-in-
terview the teacher was asked if this was an on-the fly
change to the lesson plan or if the additional problem
had been part of her lesson design. The teacher had
anticipated that the students might have a problem
with the average speed and therefore designed the
problem in case there was difficulty during the lesson.
She only planned on using the additional problem il
it were needed.

This brief extract illustrates several features of the
elfective regulation of learning. Before the lesson be-
gan, the teacher had planned the questions she was go-
ing to ask and had provided the students with dry-erase
boards, so that she could require responses [rom all
students. She had also developed, within the students,
a willingness to be open about their answers, as a step
towards the “metacognitive culture” mentioned by
Perrenoud above. These are examples of the proactive
regulation of learning. As a result of teaching this ma-
terial previously, she had also identified that the third
question might pose particular difficulties—in other
words, that this was a hinge point in the lesson—and
after some reflection on why this might have occurred,
she planned the backup activity. This use of reflection

on past teaching to modify future teaching is an ex-
ample of retroactive regulation of learning. During the
lesson, there was also a significant ainount of the inter-
active regulation of learning. She listened carefully 1o
the students’ discussions and looked at their work as
she walked around the classroom. It was as a result ol
this that she said, “I'm hearing some problems” and
decided to collect evidence more systematically about
the understanding of her students by asking them to
display their responses on dry-erase boards. Because
she had evidence from all students, she was in a much
better position to make the on-the-fly decision to use
the backup activity she had planned. It is also worth
noting that the teacher used all-student response sys-
tems sclectively. At times, she relied on her intuitive
perceptions of the class, at times she decided to col-
lect information systematically, and at other times, she
allowed students to volunteer contributions. Shulman
(2005) describes practices such as these as pedagogies of
uncertainty. This term accurately reflects the fact that
it is impossible to be certain about what students will
learn as a result of a particular episode of instruction
but the term uncertainty suggests that it is impossiblc
to predict anything in advance. As the vignette above
shows, in many cases, one might not know what will
happen, but one can often reduce the uncertainty by
careful planning. In this case, the teacher reduced the
possibilities to a simple decision about whether to usc
the supplementary activity she had prepared. In other
cases, the teacher may plan for a more complex range
of possibilities, as in the case with the item that asked
students for a [raction between ; and ]g, but again,
careful consideration of the kinds of responses that
students may produce allows teachers to “prefilter”
the students’ responses. By anticipating the students’
responses the teacher can simplify the task she is facec
with in the classroom. Rather than pedagogies of un-
certainty, therefore, it seems more appropriate 1o
describe such pedagogies as pedagogies of contingency.
The essence of formative assessment is that instruc-
tion is contingent on what itis that the students have
learned. Teachers can regulate learning proactively
by creating moments of contingency, for example by
identifying a hinge point in a sequence of instruction
as discussed above, and designing a hinge-point ques-
tion to be used at that ume. Teachers can also regu-
late learning interactively by capitalizing on moments
ol contingency thiat may arise spontaneously in their
teaching. Through careful reflection after the lesson,
they can plan better for the future, both in terms ol
how to create more moments of contingency, and in
terms of how to recognize and take advantage of such
moments when they arise.

o
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SUMMARY

In this chapter, I have outlined some of the research that
suggests that focusing on the use of day-to-day formative
assessment is one of the most powerful ways of improving
learning in the mathematics classroom. In other words,
even if teachers do not care about deep understanding
and instead wish only to increase their students’ test
scores, then attention to formative assessment appears
to be one of, if not the, most powerful way to do this.

To be effective, these strategies must be embed-
ded into the day-to-day life of the classroom and must
be integrated into whatever curriculum scheme is be-
ing used. That is why there can be no recipe that will
work for everyone. Each teacher will have to find a
way of incorporating these ideas into her or his own
practice, and effective formative assessment will look
very different in different classrooms. It will, however,
have some distinguishing features. Students will be
thinking more often than they are trying to remember
something, they will believe that by working hard they
get smarter, they will understand what they are work-
ing towards, and they will know how they are progress-
ing. The teachers will ensure that students understand
what it is that they are meant o be learning, they will
be collecting evidence frequently about the extent
of students’ progress towards the goal, and they will
be making frequent adjustments to the instruction to
better meet the learning needs of the students.

In some ways, this is an old-fashioned message—
indeed, none of the techniques that teachers have
used to put these principles into practice in their class-
rooms is new. What is new is that researchers now have
hard empirical evidence that quality learning does
lead to higher achievement, even when performance
is measured through externally mandated tests. What
is also new is the broad theoretical framework of the
regulation of learning, which may help teachers to
understand how these ideas can be implemented ef-
fectively, so that teachers and students can, together,
keep the learning of mathematics “on track.”
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